This tutorial will have three main sections. The first section will provide an overview of GPU computing, the NVIDIA hardware roadmap and software ecosystem. We will discuss key factors driving recent developments in data analytics software, and the key trends in high performance computing and how they have impacted the evolution of modern computing architectures. There will be an overview on how to use the GPU including a brief intro to CUDA programming.

The second section will focus on the new nvGRAPH library. We will work through some common applications using the library, starting from how to format data sets and load graphs into the library's data structures. Then we will work through examples using the PageRank, SSSP and Widest Path algorithms. Subgraph extraction will be used to focus on a smaller graph of interest from a large graph of data. Future work on nvGRAPH will provide a graphBLAS compatible interface, and we will discuss the connection between the core features of nvGRAPH and the core of the graphBLAS.

The final section of the tutorial will be on the topic of Deep Learning. We will describe the impact of GPUs in the area of Deep Learning, and the ramifications for system development. We will describe a number of use cases of GPU accelerated deep learning, and review the tools and techniques for getting started with deep learning development. There will be a demo of the open-source DIGITS software by NVIDIA, which provides a web browser interface for applying deep learning to image processing.
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