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Abstract—Tools for document analysis, characterization, and 

retrieval are introduced based on a rigorous framework. The 

procedure is based on an accurate alignment method for text of 

different lengths. The alignment refers to connected rare words in 

short texts with more frequent words in longer texts, where the 

connection is performed according to Zipf’s law. A discussion of 

the algorithmic approach is presented. An algorithm suitable for 

parallelization is presented.  

Keywords — corpus analysis, rank distribution, power law, NLP, 

graph, similarity, style analysis, authorship analysis 

I. INTRODUCTION  

In many applications there is a need to determine the 
specificities and the novelty of a document or to extract relevant 
information. Such applications include authorship analysis, 
keyword extraction, historical analysis to date woks (Smith & 
Kelly, 2002) [1], information retrieval, automatic classification 
of patents, and style analysis [2], [3], [4], [5], [6], [7]. Some 
approaches are based on rare words and style. However, some 
authors, including Hoover (2003) [8] contested the validity of 
the vocabulary richness for authorship attribution and 
consequently in some other domains, such as style analysis and 
information retrieval. In fact, the TF-IDF retrieval method does 
not account for the size of the document, a limit that is overcome 
by the presented method. For a good example of a comparison 
of Zipf’s laws occurring in various types of texts (Brown 
Corpus, the patent titles corpus, the patent abstracts corpus, and 
the patent claims corpus), see [9], Figure 3, page 76.  

Hoover [8] has been highly critical of methods of authorship 
attribution based on vocabulary, saying that “vocabulary 
richness is ineffective for large groups of texts … vocabulary 
richness is of marginal value in stylistic and authorship studies 
because the basic assumption that it constitutes a word print for 
authors is false.” In line with authors who question some of the 
methods of authorship attribution, we start from the power law 
distribution association with large corpora to derive corrections 
to style analysis based on rare words. However, the method is 
computationally intensive and may require parallelization. 

Specifically, we propose a method of text comparison in 
large corpuses based on the relationships between hapax 
legomena, dis- and tris-legomena, where the relationships are 
given by the distance between words (or lemmas) in these 
categories. Recognizing the arguments of Hoover [8], we 
suggest a method or wrapping these categories based on a 
‘normalization’ method accounting for the number of words in 
the texts. The method is based on [10]. 

In Section II we recall elements on Zipf’s law and power 
distributions. Section III recalls the notions of hapax legomena, 
dis- and tris-legomena and intuitively presents the main ideas of 
the paper. Section IV analyzes some properties induced by the 
integer counts and ranks; these represent the foundation of the 
algorithm described in the same Section. The last section of the 
paper is a discussion and conclusion. 

II. CONTEXT: POWER LAW DISTRIBUTION 

Power law distributions, where the probability (occurrence 
frequency) of objects is proportional with a negative power of 
the rank, are present in numerous natural, socio-economic, 
linguistic, and network-related processes. City sizes, incomes, 
and words in natural language texts exhibit such distributions. 
In case of text corpora, Zipf ranked the words according to their 
frequencies and has shown that the frequency of occurrence of a 
word is inversely correlated with the rank of that word [11], 
�(�, �, �) = � ⁄ �
, where � is the frequency of occurrence of 
the word, � is the rank, � is a constant and � is the exponent that 
characterizes the distribution. With small variations, the Zipf’s 
law is valid for all languages [12]. Thurner [13] determined that 
it is also applicable to the spoken language; it applies not only at 
the level of words but also to a range of linguistic units. [12] 
have shown that for 50 languages Zipf’s laws share a similar 3-
segment structural pattern. It is unclear if Zipf’s law in 
languages has roots in human cognitive mechanisms. 

III. FOUNDATIONS AND MAIN IDEAS 

Throughout the paper we assume a corpus containing 
numerous texts of various numbers of words in a specified 



language, where the corpus and the included texts may be 
assumed to have approximately the same rank distribution. 
Consider a text where the distributions of the less frequent words 
(lemmas) follow a power law (Zipf’s law). It is well known that 
the distant part (high ranks / lower probabilities) of these graphs 
of these distributions resemble a “broom tail”. An example is 
shown, for a theoretical power law with � = 1.7 , in Fig. 1, 
where the meaning of the constant � = 2.042889 is explained 
later.  Actually, the problem of “broom tail” is not specific to the 
power law distribution, but to all non-uniform distributions of 
discrete variables with countable number of types [10]; in all 
these cases, it is a result of quantization. For example, Fig. 2 
shows the graph of the empirical rank 
distribution  ��(��)~ ��(��) , ��  denoting the number of 
occurrences of the word � in the text and �� denoting its rank, 
for the autobiographic volume “Under Three Kings” (UTK), 
(“Supt Trei Regi”, in original Romanian text) by Nicolae Iorga 
(1932). Computing specificities for the tail for any type of 
distribution with quantized values is similar to the computations 
for Zipf’s law, which will be shown in the next Section.  

 
Fig. 1. An ideal (theoretical) model for a text of 120’000 words, with � =
−1.7, under the convention �(�, �, �) = � ⋅ ��. Notice in the inlay, where each 
datapoint is represented individually, whitout connecting lines, the broom-like 
end. 

Stylistic analysis, authorship attribution, and text 
segmentation, among others, use various lexically based 
measures, lexically based style markers / features, syntax-based 
markers [14], [15], [16], [17], [18], [19], words / part of speech 
n-grams [21], [20], or dependency relationships [21]. Among 
these markers are words with a single occurrence in the text 
(hapax legomena) and words with two or three occurrences (dis- 
and trislegomena) [22], [15]. Madden, Storey, and  Baskerville 
[19] intuitively noticed that Zipf’s law imposes some form of 
“regularization”, “taking into account the total number of 
words” in the text; they used division by the number of words as 
a regularization method. 

 

 

 
Fig. 2. Graph of the logarithm of count of lemmas versus the logarithm of 
rank, with details in continuous lines and bullets (markers) showing several 
lemmas / words with the same count but different, successive ranks in the text 
UTK (Under three kings, by N. Iorga) selfbiography. 

It may be interesting to find departures from the expected 
“broom”-like shape of the distant end of the distribution and to 
determine differences and similarities of these departures 
between different populations (i.e., texts, text corpora etc.). Such 
departures are easy to find for individual texts and may be 
related with the author’s style, hence to authorship. Hapaxes, 
dis- and tris-legomena are at the last few levels of the 
distributions. The sets of these words may be similar in different 
texts, pointing to same authorship or style similarities. We 
suggest that, beyond their numbers and set similarities between 
different texts, the dependency relationships between hapaxes, 
dis- and tris-legomena may show similarities among texts, thus 
bringing more information. However, numerical considerations 
indicate that a direct comparison is not possible for texts of 
different lengths and that some form of alignment is needed, see 
below and Section IV. 
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Denote by H the hapaxes, by D the dis-legomena, and by T 
the tris-legomena. We use the distance between words defined 
by the number of words, in the sequence represented by the text, 
between the words. Denote by ��

 , ��
  , ��′′′  the set of three 

instances representing the first tris-legomenon (��′) appearing in 
the text, by �"

 , �"
  , �"′′′ the second a.s.o. Denote by #�

 , #�′′ the 
set of two instances of the first dis legomenon in the text and by 
��, �"… the hapaxes. Start with ��′ and determine the closest 
dis legomenon to it, #��; denote the distance between them by 
$(��, #��). Determine the closest hapax to  #��, ����; denote 
the distance between them by $(����, #��) . The described 
operation corresponds to a tripartite graph and to a method of 
building edges between the tris-legomena nodes and the dis-
legomena, then from dis-legomena to hapaxes, see Fig. 1, where 
#�� = #�′ (necessarily), ���� = �� etc.  

It is possible that a dis-legomenon is the closest neighbor to 
two or more tris-legomena. This count of edges is of interest and 
will be denoted by %(#�), %(#"), … Similarly, a hapax may be 
the closest to several dis legomena; the count of the 
corresponding edges is denoted as %(��), %(�"), … Then, a text 
is defined by the vectors { %(#�), %(#"), … }  and 
{%(��), %(�"), … } . By definition, %(#)) = %(#)

 ) + %(#)
  ) . 

Two texts will be considered similar (in content, meaning) when 
the corresponding two vectors are similar, where the vector 
similarity is defined in a typical way, for example, by cosine 
similarity. However, the comparison of texts of different sizes 
requires one more step, explained later. 

A further example of usefulness of the method described is 
as follows: The novelty degree of a work (patent) – compared 
with the domain is given by the number of hapaxes in the 
domain that are included in the work times their count in the 
work + ½ times the number of dis-legomena in the domain that 
are included in the work times their count in the work + 1/3 times 
number of before-before-hapaxes (tris-legomena) in the domain 
that are included in the work times their count in the work. One 
can imagine various approaches of comparing works based 
largely on the same principles. 

 
Fig. 3. Explanation for the graph and relational counts for the hapaxes, dis-, 
and tris-legomena in a text: %(#�

 ) = 1, %(#"
 ) = 2, %(#�) =  %(#�

 ) +  %(#�
 ′), 

%(��) = 3, … 

The graph in Fig. 3 and the related counts % establish a set of 
proximity relations between the most infrequent words in a text.  

The issue with the method described is anticipated by 
Hoover [8]: the results are dependent on the dimensions of the 
texts. The first solution proposed is to determine foremost the 
relations % for the shortest text, then to search in the longer text 
the words representing the tris and dis legomena and the hapaxes 
in the shortest text and to determine for them the relations, then 
to scale to the sum of the counts %  in the text. Only after 

normalization for both texts one should make the comparison, 
for it is meaningful. The second solution proposed is to consider 
that, when the test has a larger number of words, hapaxes 
‘migrate’ to a higher level (dis or tris legomena, or even higher). 
Therefore, for comparing texts of different sizes, one needs to 
align the multi-legomena in the larger text to the hapaxes, dis-, 
and tris-legomena of the shorter texts, considering the 
relationship established by the respective text dimensions. The 
next section shows the fundamentals of the procedure. 

IV. PROPERTIES INDUCED BY THE INTEGER COUNTS AND 

RANKS  

The discussion in this Section tightly reproduces [10]. 

When a large text with thousands of different lemmas (or 
distinct words, for the matter) is analyzed and the graph of the 
logarithm of lemma counts versus logarithm of the rank of the 
lemmas is drawn, one obtains a picture as in Fig. 2, upper panel. 

For two populations of dimensions ,�  and ," , the first 
having -� types and the second having -" types, because of the 
different population counts and different types, the comparison 
is not trivial.  

We count the number of elements of type . in the population, 
�(.) , and sort these counts descendingly; the type with the 
largest count is ranked first, and the count will be denoted 
�(� = 1) or �(1). We admit that the studied population may be 
a sub-multiset of a larger multiset / and that some types in / 
may lack in the studied population; however, we are interested 
in ranks up to �(� ) ≥ 1 , i.e., ranks of the elements of the 
population, not of /. 

One is interested in counts that are natural numbers and 
ranks are natural numbers. Therefore, the power laws have the 
form 

 �(�) = 1
23 , � ∈ 5, � > 0, 7 ∈ 5,   7 > 1. (1) 

Because the counts �(�) are integers, the equality in (1) is 
not generally possible; therefore, one should interpret (1) as the 

rounded �(�) = 8 1
239, or the transformation of the right side to 

an integer can be done using the floor or the ceiling functions. 
Given the concept of rank and from the rank ordering it results 
that, for any ℎ < <, �(ℎ) ≥ �(<). 

The definition (1) is reminiscent of Riemann function 
=(>) = ∑ �

2@
A
2B� , > ∈ C.  We will use several elementary 

properties of this function, among others the values of =(2) and 
=(3). Because the populations we are concerned with are finite, 
the sums of counts for all ranks are partial sums of = up to the 
maximal rank �D , the counts (number of elements) in the 
populations are given by 

 E2F(�) = ∑ �(�)2F
2B� = 7 ∑ �

23
2F
2B�  (2) 

and are finite; we are not concerned with the convergence of 
E2F, although we use the asymptotic approximation according 
to =(>). For larger even values of the exponent, the partial series 
E2F  tend to the values computed as in [22]. Notice that 



E2F(�) = 7 ⋅ �2F
(
) , where here �G

(
)  denotes the harmonic 

number with exponent �; standard harmonic numbers are �G
(�). 

The actual counts may be either modeled as rounded 
numbers, as discussed in [10] for � = 1, or as variables with 
attached probabilities. For example, the count for rank � may 

have two values,  H 7
��I  with probability J� , or K 7

��L  with 

probability J" . For applications, one may choose J� = J" =
0.5, or one may chose J� = N O

23 $�2PQ.R
2 , J" = N O

23 $�2P�
2PQ.R , S =

1/ N �
23 $�2P�

2 . For now, we will use the adjusted model based on 
rounding, 

 �(�) = 8 1
239. (5) 

The next problem is that, for large enough values of �, one 
obtains 

 �(�) = 8 1
239 = 8 1

(2P�)39 = �(� + 1). (6) 

But this equality contradicts the unicity of ranks in statistics 
where only “entire” elements are counted, such as entire words, 
not fractions of them. Therefore, two or several successive ranks 
have to be allowed to correspond to the same count. It is why in 
the Preliminaries section we allowed for the condition that for 
any two ranks ℎ < < , �(ℎ) ≥ �(<)  instead of using the strict 
condition �(ℎ) > �(<). 

We may be interested if there is a threshold rank, �Q, such 
that for ranks � < �Q the model predicts a single rank for a given 
count, while for ranks � > �Q the model predicts the possibility 
of two or more ranks with the same count. Equivalently, the 
conditions defining �Q are 

 � < �Q → 1
23 ≥ 1

(2P�)3 + 1, (7) 

 ∀� ≥ �Q, < ≥ 1:  1
(2PX)3 − 1

(2PXP�)3 < 1. (8) 

The first condition, (7), leads to the equation (7, � ∈ N) 

 7(� + 1)
 ≥ �
(7 + (� + 1)
),  (9) 

with �Q� the smallest value satisfying the above. The minimal 
value of � in the second condition (8) leads to �Q", if �Q" < �D. 
However, it is possible that the two conditions produce different 
values, �Q� ≠ �Q"; we chose �Q = �Q�. Both conditions have to be 
satisfied for �Q has the sense of the maximal range with a count 
guaranteed different from the next one. 

To simplify the discussion, for the count at rank � we use in 
the remaining part of the paper the definition based on the floor 
function, 

 �(�) = H 1
23I. (10) 

Equation (10) allows us to find the corresponding ranks in 
two texts of different sizes and to align them, based on a rigorous 
relationship, in view of comparing the vectors of hapaxes and 
dislegomena. 

Consider two texts [�  and ["  of different lengths (i.e., 
number of words), with maximal ranks �D� and �D"; these ranks 
are derivable from (2), knowing their total numbers of words, 
,� < ,"  (assuming [�  has fewer words than [" ). In [� , all 
words with rank �D� are hapaxes, those with rank �D� − 1 are 
dislegomena, and those with rank �D� − 2  are tris-legomena. 
However, hapaxes in [� are not hapaxes in [". Ideally, assuming 
both texts have precisely the same distributions, hapaxes in [� 
will preserve the same rank in [", but their number will be larger 

than 1 and given by �(�D"|[") = 1]
2F]

3 . Therefore, the 

“alignment” between the two texts requires that we divide the 
actual number of words of rank �D"  in ["  by 7" �D"


⁄ . In 
applications, the texts  [� and [" will be similar when the words 
that are hapaxes in [�  have, in [" , frequencies 
�(�D"|[") (7" �D"


⁄ )⁄  close to 1. Applied to the problem of 
authorship attribution, being given a text [�  with unknown 
author, we will look for all the texts in the corpora for those 
having the hapaxes in  [�  on the same (or close) rank �D� , 
moreover having the set of values �(�D"|[") (7" �D"


⁄ )⁄  closest 
to 1. 

Further, for using relationship information where 
relationship is defined by distance (vicinity), we first establish 
for the text [�  the distances between hapaxes, dis- and tris-
legomena (Fig. 3), retaining only those pairs that are at a 
distance lower than a specified one (e.g., immediate vicinity). 
Then we search the other texts for the same couples of 
neighbors, again taking into account their regularized frequency 
(as explained for words, above). Texts that have similar 
neighbors, with similar frequencies, are considered related (by 
authorship and/or style). 

Clearly, the algorithm suggested by Fig. 3 and described 
above is easily parallelizable, where the parallelization is 
performed over subsets of the corpus, or even at the level of 
documents.  

V. DISCUSSION AND CONCLUSIONS 

The proposed method overcomes the deficiencies of the 
brute force comparison of the set of hapaxes, dis-legomena etc.  

While the computational effort required by the approach 
presented here and by others derivable from the same principles 
is much more important, we believe that it is worth doing, even 
necessary in some application areas. We argue that, because 
authorship attribution is often related to ethical, legal, and social 
repercussions for the analyzed authors and thus, errors in results 
can cause a number of negative consequences, efforts are 
justified for avoiding errors in results. Correcting simplistic 
methods and algorithms that may have severe negative socio-
economic effects is an issue of fairness and has been analyzed 
in the machine learning fairness literature, such as in human-ML 
augmentation [23], and intensive statistical analysis of the 
results [24]. 

There are various ways of extending the principles suggested 
in this paper. For example, one method is to compare the 



empirical distributions of both texts with the distribution of the 
theoretical law and generate the respective vectors of 
differences. The number of differences and the rank of the 
differences times the differences values are indicators of the 
difference of the compared populations. 
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on corpora and their applications and the impetus for part of [10]. MT and HNT 
conceived the method and applications and contributed the material in Sections 
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