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Abstract—The use of Field Programmable Gate Arrays (FP-
GAs) has increased greatly as a result of their flexibility, power
efficiency, and hardware acceleration capabilities. CAD tools
needed to map hardware description language (HDL) code to the
FPGA are complex and challenging to build. Open-source CAD
tools for FPGAs have been developed to facilitate restriction-
free customization and have more control over the mapping
process. A significant milestone in the development of open-
source CAD tools was the ability to target real commercial
devices. In recent years, multiple academic CAD tools can map
circuits to commercial FPGAs. It is essential to identify and
quantify the performance gap between academic and vendor
tools targeting commercial devices. To this effect, we compare
relevant hardware quality metrics after placement and routing
for five tool-flows targeting a commercial FPGA. Our results
show the divide between academic and commercial place and
route tools for device utilization, run time, and maximum circuit
speeds.

Index Terms—Computer Aided Design, FPGAs, place and
route, tool comparison.

I. INTRODUCTION

FPGAs have gained popularity after Moore’s law ended as
they are well suited for a variety of applications like hardware
acceleration, machine learning, edge computing, digital signal
processing. FPGAs can easily be reconfigured “in the field”
and are equipped with parallel compute capabilities, power
efficiency and incur lower non-recurring engineering costs
compared to Application Specific Integrated Circuits (ASICs)
[1]. Digital circuits written in high-level languages like C++ or
Hardware Description Languages like Verilog require several
processing steps before they can be mapped to the FPGA hard-
ware. CAD tools are needed for this mapping. Commercial
CAD tools are proprietary, often require expensive licenses,
and provide limited opportunity for customization [2]. Open-
source CAD tools have been developed for the past several
years to overcome the problems associated with commercial
FPGA CAD tools. Older research works show open-source
tool flows built for theoretical architectures, possibly because
of the heavy dependence of several stages of the FPGA CAD
tool flow on knowledge of the device architecture, and these
details are not known for vendor devices. In recent times,
several tool-flows have been built for commercial FPGAs
as well as device architectures of some vendor FPGAs are
now available [3]. Open-source CAD tools allow researchers

to modify and build on existing work. However, there is a
significant gap in hardware quality generated by vendor CAD
tools and open-source tools. Prior research work mentions that
new academic architectures and tool flows for FPGAs are
declining, and the ones that are proposed do not provide major
improvements when used with a commercial setup [25]. [25]
claim that the large performance gap between open-source and
commercial tools is responsible for this. This research work is
aimed at comparing the hardware quality of a set of real and
synthetic benchmarks placed and routed with commercial and
open-source tools, targeting the same commercial FPGA. We
compare open-source place and route tools Nextpnr [8] and
Versatile Place and Route (VPR) [3], [6] with state-of-the-art
commercial tools, Xilinx Vivado 2017.2 and Xilinx Vivado
2023.1 [26]. We use synthesis tools Yosys [12] (open-source)
and commercial Xilinx Vivado.

II. BACKGROUND

The FPGA CAD tool has a series of steps from HDL/high-
level code to a bitstream and, finally programming the hard-
ware.

A. FPGA CAD flow

The typical CAD tool flow:
• Synthesis: In this step, the digital circuit described by an

HDL like Verilog/VHDL is converted to a netlist, which
describes the logical connectivity between the logic/hard
blocks on a particular FPGA [4].

• Technology Mapping: Technology mapping accounts for
the variations in building blocks across different FPGA
architectures (E.g., Block RAMs and DSP blocks may be
different for different device architectures). Any generic
blocks in the netlist are replaced with specific ones with
the help of a technology mapping library [4].

• Packing/Clustering: The basic logic elements like Look
Up Tables (LUTs) and Flip-flops (FFs) are grouped into
clusters according to resource and timing information [4].

• Placement: The packed netlist has all the clustered netlist
elements; the placement algorithm finds the optimal lo-
cation for all the packed clusters. This is influenced by
the placement algorithm (e.g., simulated annealing) and
the optimization goals, etc. [4].



• Routing: The routing algorithm finds the optimal route
to connect the placed clusters [4]. Routing is the most
compute-intensive and time-consuming task in the im-
plementation (place and route) process.

• Bitstream generation: The implemented netlist is then
converted to a bitstream, which can be loaded into the
FPGA to program it.

B. Related work

Several academic FPGA CAD tools are based on state-of-
the-art open-source FPGA CAD tool VTR (Verilog to Rout-
ing), which includes open-source place and route tool VPR
[6]. Versatile Place and Route (VPR) was developed several
years ago to target a wide range of FPGA devices with circuit
design sizes comparable to industrial ones at the time [5].
Since then, several enhancements have been made to the VPR
tool. The VTR project integrates Odin II [13], ABC [11], and
VPR for synthesis, technology mapping, and implementation
(place and route), respectively [6]. VTR facilitates architecture
exploration, provides flexibility, and is well-documented [6].
There are a few previous research works that analyze the gap
between academic and commercial FPGA CAD tools. In [7],
a novel open-source framework, VTR to bitstream (VTB),
was proposed to enable researchers to use their innovations
and techniques on commercial Xilinx FPGAs. They enhance
VTR’s capabilities to generate Xilinx bitstreams using Xilinx
Design Language (XDL) [7]. One of the major contributions
was enabling academic researchers to assess their CAD tools
on real vendor FPGAs instead of previously used theoretical
architectures [7]. They used VTB to compare the open-source
academic tool VTR with its vendor counterpart Xilinx ISE tar-
geting Virtex-6 FPGAs [7]. Their results showed the disparity
between Xilinx ISE and VTR with respect to area and delays
[7]. The performance gap is attributed to missing architectural
components like carry chains and better commercial CAD
algorithms [7]. [24] presents Verilog to Bitstream 2.0, which
includes capabilities to pack, place, and route (routing is done
by Xilinx in earlier VTB version) netlists which can then
be programmed to Xilinx devices. VTB 2.0 is then used to
analyze the discrepancy between research and commercial
performance after each major stage in the CAD tool flow:
synthesis, packing placement, and routing targeting a Xilinx
Virtex-6 FPGA [24]. [24] show that maximum degradation
for the delay gap between research and vendor tools is seen
with the synthesis step, followed by routing, and minimum
degradation is seen at the pack and place step. According
to [24], this points to opportunities to work on and improve
the front-end tools and not just place and route tools. [25]
compare Xilinx vendor tools with equivalent academic tools.
As VTR could not be used to target vendor FPGAs, for the
academic implementation, an advanced academic target FPGA
was used with process technology close to the Xilinx device
being used [25]. Xilinx Vivado is used with 20 nm Ultrascale
Kintex FPGAs and compared with VTR targeting a similar
22nm architecture [25]. Their results show significant gaps in
speed performance and runtime [25]. [25] also enhanced VTB

to target Xilinx Virtex-7 FPGAs to compare Xilinx Vivado
and VTB. They reported that Vivado designs occupy less
area and operate at higher frequencies [25]. In recent years,
more academic tool-flows can be used with real commercial
FPGAs. For example, the Symbiflow (f4pga) project [3] uses
Yosys, ABC, and VPR for synthesis, technology mapping,
and implementation, respectively. They have extended VPR to
target commercial devices, and their framework can generate
bitstreams for a Xilinx Artix-7 device [3]. Yosys + Nextpnr
can target commercial FPGAs from Lattice and Xilinx [8].

III. METHOD

A. Experimental Setup

For the first tool flow, we have used the open-source tool
Yosys for synthesis, and the commercial tool Xilinx Vivado
2017.2 [28] for placement and routing. The second tool flow
has Yosys for synthesis and open-source tool VPR/Symbiflow
[3], [6], [21] for pack, placement and routing. The third
tool flow uses Yosys for synthesis and the open-source tool
Nextpnr-xilinx [23] for packing, placement, and routing. The
fourth tool flow uses Vivado 2017.2 for synthesis and place
and route. The fifth tool flow uses Yosys for synthesis and
Vivado 2023.1 for placement and routing. In summary, four
tool-flows use the Yosys front-end, implementation (pack,place
and route) for two of these four tools is done using open-
source tools Nextpnr-xilinx and VPR/SYmbiflow. The other
two of these four tools are commercial Xilinx Vivado 2017.2
and Xilinx Vivado 2023.1. For Vivado 2023.1, we use the
default mode and not the Intelligent Design Runs [27]. The
remaining toolflow is synthesized and implemented by Xilinx
Vivado so we can observe the effect of changing the front-
end tool. We use a Xilinx Artix-7 FPGA [14] device for our
experiments, as all the tools we have discussed above can
implement designs on Artix-7.

B. Benchmarks

We use a few real benchmarks from typical CAD evaluation
benchmark suites and also build a set of synthetic benchmarks
for our experiments. Our synthetic benchmarks are similar to
hardware patterns described in [22]. Our synthetic benchmarks
include simple circuits of connected basic logic elements like
Look Up Tables (LUTs), Flip-flops(FFs), and carry chains
[22] that can be varied to achieve higher utilization. Our
synthetic benchmarks also include circuits with over 70%
slice register utilization and slice LUT utilization. Example
synthetic benchmarks can be seen in Figures 2,3 and 4.

C. Standardization and constraints

We take reasonable measures to standardize our experi-
ments across all the tool flows. We have used the Xilinx
xc7a50tfgg484 [19] device across all tool flows. Since several
benchmarks need more I/O than what is available on the
FPGA, we use BRAMs for getting additional input signals.
For the synthetic benchmarks, we prevent the synthesis tools
from over-optimizing the circuit. We use equivalent physical
constraints for clocks and I/O across all tool flows. We have



Fig. 1. Synthetic benchmark: LUT chain

Fig. 2. Synthetic benchmark: LUT FF chain

Fig. 3. Synthetic benchmark: LUT Carry FF chain

used a trial-and-error approach to set timing constraints that
are just met.

IV. RESULTS

All the tool-flows are compared for hardware metrics post
routing. We measure maximum frequency, implementation run
times, LUT, and FF utilization. Measurements are normalized
to Yosys + Vivado 2017. Of the eleven benchmarks we
have used, the first five are real, and the remaining are
synthetic. Diffeq1, Diffeq2, and sha benchmarks are from the
VTR benchmark suite [15], Picosoc is from the Symbiflow
benchmarks [21], and the fifth benchmark used is the Murax
core [16]. lut5chain-500 and lut6chain-500 are chains of 500
5-LUTs and 500 6-LUTs respectively. ffchain-1k is a chain of
1000 flip-flops. Lut5ffchain-500 and lut6ffchain-500 are chains
of 500 lut5-ff pairs and 500 lut6-ff pairs, respectively. The
inputs for these five synthetic benchmarks are sourced from
cascaded BRAMs. ffchain-12k is a chain of 12000 flip-flops.
Synthetic benchmarks also include ffchain-48k with 48000
chained LUTs, lut5chain12k, and lut5chain24k with 12000
and 24000 5-luts. ffchain-48k uses 73.6% slice registers on
the device, and lut5chain 24k uses 73.6% Slice LUTs on the
device (from Vivado reports).

V. DISCUSSION

From figure 4, average max. circuit frequency (fmax) is
highest for Yosys + Nextpnr (2.01x higher than average fmax
for Yosys + Vivado 2017). Yosys + VPR 8 has lowest average
fmax (0.78x fmax for Yosys + Vivado 2017). Average fmax



Fig. 4. Maximum frequency across all tool flows

Fig. 5. Implementation run time across all tool flows



Fig. 6. LUT utilization across all tool flows

Fig. 7. FF utilization across all tool flows



for Vivado + Vivado 2017 is 1.44x higher than average fmax
for Yosys + Vivado 2017; this could point to scope for
improvements in the open-source synthesis tool.

Figure 5 shows the place and route run time for the five
tool-flows under consideration. VPR has the slowest average
implementation run time (3.3x slower than Yosys + Vivado
2017). Yosys + Nextpnr has the fastest average implementation
run time (0.95x faster than Yosys + Vivado 2017).

Figure 6 shows the LUT utilization for the tool-flows.
Average LUT utilization over all benchmarks for Yosys +
Nextpnr is 2.56x higher than average LUT utilization for Yosys
+ Vivado 2017. Yosys + VPR has 1.12x higher LUT utilization
than Yosys + Vivado 2017. Yosys + Vivado 2023 has the
lowest LUT utilization (0.95x lower than Yosys + Vivado
2017).

Figure 7 shows Flip-flop utilization for all tool flows. Vivado
2017 + Vivado 2017 has highest average FF utilization (2.42x
higher than Yosys + Vivado 2017). Yosys + Nextpnr average
LUT utilization is 2x that of Yosys + Vivado 2017. Yosys +
VPR has the lowest LUT utilization (0.95x Yosys + Vivado
2017).

We also run three additional synthetic benchmarks -
ffchain48k (0 LUTs, 48k FF), lut5chain12k (12k 5-LUTs,
0 FF) and lut5chain24k (24k 5-LUTs, 0 FF). Vivado 2017
and Vivado 2023 can place and route all three benchmarks.
VPR and Nexpnr fail to place and route ffchain48k synthetic
benchmark.

VI. CONCLUSION

In this work, we have compared results from five different
tool flows across the Xilinx Artix-7 board and quantified
the gap between open-source and commercial implementation
CAD tools for a set of hardware quality metrics.
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