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Abstract—Machine learning models have been found
to be effective in predicting compiler heuristics, but are
limited by their very long training times. This is because
computing the impact of transformations on a code, e.g.,
through the performance values, involves invoking the
downstream compiler. One way to circumvent the cost-
computation bottleneck is to devise accurate cost models
that can be trained to predict the target metric. In this
paper, we develop a neural net based cost function that
can accurately predict binary code size for GCC-based
compilation. The input to the model is a comprehensive
list of features that have been extracted offline from
GCC’s intermediate tree representation and the compiler
flags that need to be evaluated by a compiler tuning
workload. To extract the code features, we have built a
GIMPLE analysis framework that can generate feature
sets from intermediate representations at different stages
of the compilation process. Our results show that the cost
model has a mean absolute percentage error of just 8%,
and a Spearman correlation of 0.98 between predicted
and measured binary size of the test applications. We
also demonstrate that compiler pass selection for feature
extraction has a significant benefit on the accuracy of the
model. Finally, we show that the cost model can reduce
metric evaluation time by multiple orders of magnitude.

I. INTRODUCTION

Even after decades of efforts on improving the code
optimization process, there are continually new improve-
ments [1]–[10]. For example, in the last few years, ma-
chine learning (ML) has been employed to build models
used within the compiler to help make optimization
decisions for any given program. Building an efficient
ML model requires two things. First, efficient feature
engineering is required to derive quantifiable properties
to characterise a given code and then iteratively refine
them to improve the accuracy of the model. Second, a
training data set must be built and fed into a learning
algorithm. Here, a training data set comprises a tuple of
code features, performance values, and transformations
that allow the ML algorithm to build its correlations and
enable it to make predictions for an unseen code.

The problem addressed here is that computing the im-

Fig. 1: Circumventing the training time conundrum of
compiler tuning models and Design Space Exploration
(DSE) algorithms by replacing downstream compiler
with neural net based cost model

pact of transformations on a code, i.e., the performance
values, is an expensive process. It involves invoking the
downstream compiler and may take a significant amount
of time. And often performance characteristics of the
target hardware is altogether unavailable. Due to this
cost bottleneck, models that can predict optimization
decisions across a wide range of codes require days to
train [11]–[13].

In particular, while cost functions can be designed to
quickly predict performance values, thereby substantially
reducing the training times, simultaneously achieving
accuracy from them is challenging. In the past several
groups have tackled this limitation of compiler optimiza-
tion by designing manual cost functions [14], [15]. How-
ever, this requires expert knowledge about the specific
target architecture and can take months to tune [16].
With the proliferation in deep learning, some groups have
proposed neural network based cost functions. The cost
model implementations in Halide [17] predict runtimes
for image processing and deep learning programs, but
is limited in scope to Halide programs. The cost model
implementation for the Tiramisu compiler [18] predicts
speedup in runtime, but focuses on loop transformations.
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In this work, we propose a neural network based cost
function that addresses the limitations of previous work.
We demonstrate accuracy in terms of mean absolute
percentage error that is roughly 2× better than previous
efforts. Moreover, to the best of our knowledge, our
work is also the first employing a neural network based
cost model for a production compiler such as GCC.
While LLVM is a popular choice in academia, GCC
is default choice for a large majority of significant
software projects. We are also one of the first efforts
in predicting code size as a performance metric, rather
than standard schedules and runtime. Code size has
been used as the optimization criteria in a number of
recent works for compiler optimization [8], [11], [19]–
[24]. This is partly because code size reduction, firstly,
leads to cost reductions in terms of storage, bandwidth
and memory, all critical for today’s resource constrained
applications [25]; and secondly is platform-independent,
deterministic, and relatively noise-free, and hence an
ideal target for compiler optimizations [13], [26], [27].

A major challenge has been creating the training set
for a cost function since this requires code features
for labeling each transformation set and its code size
reduction. Feature extraction for GCC is not straight-
forward: the last major work to extract static features
from GCC codes was Milepost [7] and their framework
does not work beyond GCC 6+ [28]. We tested other
alternatives such as a Python plugin by GCC developers
[29]. However the limitation of most prior works is that
they are not updated to recent GCC versions and hence
are not upgraded for vectorization, inter-procedural opti-
mizations, or new architectures. For LLVM, there are
many efforts that allow feature extraction [12], [26],
including a custom pass within LLVM [30]. There is
a need to develop similar feature extractors at different
abstraction levels for GCC’s latest versions (11-13).

We have therefore developed a GIMPLE (Intermediate
Representation for GCC) parser that allows users to
extract more than a 100 function-level static features.
In addition, users can choose among types of feature
extractions: (i) After which GCC pass the features should
be extracted? and (ii) Which subset of features are im-
portant? We also compare the subset of features extracted
with state-of-art work (Autophase [12]) and demonstrate
that our framework allows feature selection according to
(i) and (ii) that train neural net with better accuracy in
predicting code size. To the best of our knowledge, this is
the first work to explore static feature extraction in such
depth and with such success in predicting accuracy.

The specific contributions of this paper are:
• An automated framework for extracting over 100

function-level static features from GCC’s interme-

diate representation, GIMPLE, that allows users to
configure their optimization level and optimization
flags, select the subset of features and the level of
feature extraction (i.e., to analyze tree dumps after
a selected compiler pass during the optimization
pipeline).

• A neural network based cost-model that takes these
code features and GCC flag transformations, and
outputs the binary size prediction for GCC.

• An implementation and evaluation of the proposed
cost model and mean average error comparison with
the state of art.

• A demonstration that models trained using features
extracted after individual passes in the optimization
pipeline have different accuracy. Also, that by using
the comprehensive list of features from our frame-
work, better prediction accuracy is achieved than
with features used in prior efforts.

II. RELATED WORK

One of the earliest works in ML-based compiler cost
models for GCC was MILEPOST [7]. It trained a k-
nearest neighbor model using engineered static features
and predicted the best combination of GCC flags for
unseen applications. Our work trains a deep neural net
to predict code size given a much larger pool of code
features and set of GCC flags compatible with latest
versions of GCC. Ithemal [31], Granite [32], Facile [33]
and DiffTune [34] are basic block throughput estimators.
Their limitation is that they do not support loop level
transformations and memory accesses.

Static code analyzers like LLVM-MCA [35], OSAKA
[36], and IACA [37] are not always accurate and some-
times give large errors [38]–[40]. Similarly early efforts
by [41] developed a multilayer perceptron trained on
SMG2000. Our approach allows various algorithms.

An artificial neural net to predict tile size performance
was developed by [42]. Our work encompasses broader
performance characteristics and not a specific trait of the
program. Similarly, the static features-based performance
model such as [43], and performance counter based
feature vectors by Park et al. [44], [45] predict runtime
speedup over a limited set of applications. Our work
predicts code size with reasonable accuracy. To the
best of our knowledge, only [46] have looked at neural
nets for code size. However, the scope of their work
encompasses only the code duplication and only for
GraalVM compiler. We look at a much broader action
space of GCC flags.

Static code features for compiler optimization were
developed mainly by Milepost [7] and Autophase [12].
Most other groups define their subset depending upon
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Fig. 2: (a) Feature Engineering Workflow (b) Function level features that can be extracted. The color codes show
features that have also been used in two prior state-of-the-art works [7], [12]

the use case, e.g., loop tiling [18] or inlining [13]. We
have curated a large list of static features that uniquely
characterise different aspects of a code and can also
be extracted at intermediate compilation steps of the
compiler’s optimization pipeline.

III. FEATURE ENGINEERING

Figure 2(a) shows the framework for static feature ex-
traction. The output is a vector of those feature val-
ues that the user specified for the target code. Figure
2(b) lists all of the function-level features that can be
extracted from the framework. Features extracted by
prior state of art work are shown in color. Green color
code specifies features that have been considered by
Autophase [12] and later used in many recent compiler
optimization works [11], [26]. Purple shows features that
Milepost [7] used and Cyan color code shows features
that both Milepost and Autophase included in their
subset to describe the code. Note some features have
been omitted either because they are not relevant for
GCC, or for latest versions, or are not appropriate for
describing function-level attributes. Below we describe
the important blocks.

A. User Configurations

Four sets of parameters are specified by the user: (i) code
name, code directory, and build directory; (ii) details

about the compiler such as the GCC version (tested for
versions 11-13) such as, optimization level (e.g., -O3,
-Oz), other flags or command options as specified in
[47], the name of the GCC pass applied in the middle-
end optimization pipeline for GCC, and the pass after
which to analyse the tree dump for features; (iii) target
architecture as specified in [48]; and (iv) target features,
which should be a subset of features of 2(b).

B. GIMPLE Analyzer

In the first step, the GCC tree representation of func-
tions is extracted. The advantage of using GIMPLE
is that it is language-independent and its context is
simple for optimization passes to operate on [49]. It is
also relatively stable with the changes across compiler
versions being minimal. GCC can dump out GIMPLE
representation after every optimization pass it applies.
Some of the passes vary with the compiler flags and
command options. However, for a fixed optimization
level -O(0,g,1,s,2,3,z,fast), the changes are minimal and
the framework emits all options available to the user for
feature analysis. GIMPLE tree dumps for the relevant
compile options of the specific C code (i.e., optimization
level and GCC flags) are dumped into the build directory.
These dump files are named according to the pass
after which these dumps are generated. For example,
code.c.130t.dom2 is the tree dump after applying the
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dominator tree optimizations to the code. 130 is the static
pass number for the dom2 pass and can vary across
compiler versions. code.c.115t.vrp1 is after value range
propagation is applied to the code. All tree dumps are
then parsed by the GIMPLE Analyzer. The GIMPLE
Analyzer stores all extracted information from the tree
dump into a dictionary. We have tested it across a large
range of codes (including elfutils and linux kernels) to
ensure the GIMPLE Analyzer has the ability to handle
corner cases. This information contains details about
the functions within the C code, their arguments and
types, local declarations with the functions and their
values and types, basic blocks in the control flow and
all the instructions, phi nodes, and edge source and
destination within the basic block. It also decodes all
the operands, expressions and variables used within
every instruction in a basic block. This information is
decoded for tree dumps after every pass and stored in a
code.pass_name.json file.

C. Feature Computation

The Feature Computation block contains one function for
every feature from 2(b). These use the information from
the output of the GIMPLE Analyzer and compute the
relevant feature. For example, to compute the number of
back-edges in the control flow graph after a vectorization
pass is applied, the file code.c.veclower21.json is read
and, from the information on edge source and destination
for each basic block, an adjacency matrix is computed.
This is then used to calculate the back-edges.

D. Feature Selector

The Feature Selector uses the target features selected by
the user in the configuration file and outputs a vector of
those feature values from a list of all available features.
The Feature Selector has three parts. First, it allows the
user to select features using Principal Component Anal-
ysis (PCA). PCA is a linear dimensionality reduction
technique that transforms the p features into a smaller
k (k«p) by taking advantage of the correlations between
the input variables in the dataset. Second, it uses features
selected in prior works [7], [12]. And third, it shortlists
important features using lasso regression analysis. Lasso
or L1 is a powerful regularization technique in statistics
that shrinks the coefficients of less important features
to 0 thus reducing variance in ML models and enabling
better learning. A detailed analysis of results from these
techniques is presented in Section VI.

IV. DATASET GENERATION

Since deep neural nets(DNNs) require a large amount
of training data, we create a large dataset that is then

Fig. 3: Flags used in this work for binary size cost model

used to train the DNN. A similar dataset is created for
the test set. As a first step, selected features are extracted
for the target configurations across 81 C functions. These
functions are from a curated list of applications including
linear algebra, image and signal processing, and sort-
ing. They also include applications from the Polybench
benchmarks suite [50], which has been widely used in
prior compiler optimization work [18], [51]. The dataset
used in this paper will be open sourced for the com-
munity. We split the functions into a randomly selected
training set (74 functions) and test set (7 functions).

For each C function, we create 10,000 different ran-
dom sequences of code transformations through GCC
flags given in Fig3. Each random sequence of code
transformation corresponds to on or off (0 or 1) for the
corresponding flag. Then each of the C functions is com-
piled using each GCC flag sequence and the resulting
binary size is measured from the compiled object file.
Each vector in the dataset is then a tuple of the form
[code features, sequence of code transformations/flags,
binary size] with features and flags being model inputs
and binary size being the expected output. Overall, we
generated 740,000 training and 70,000 test vectors.

V. MODEL TRAINING

We model the binary size estimation as a regression
problem implemented using a neural net in PyTorch.
The network architecture is fairly simple, with two dense
hidden layers of size 512 each. The model uses the
rectified linear unit (ReLu) activation function. We used
the Adam optimizer with a learning rate of 10e-3 and
Mean Absolute Percentage Error (MAPE) as the loss
function. This is suitable for binary code size prediction
since the target value is positive by design [18]. The
other optimizer parameters are set with default values.

On average across multiple tests, we find that the best
accuracy is achieved at around 800 epochs of training.
The input features are normalized to the instruction count
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of the function. We tried min-max scaling and also
standardizing features by removing the mean and scaling
to unit variance. We noticed, however, that the learning
of the model was better when normalized with respect
to the instruction count. In addition to normalizing the
input training data to the network, we also normalize
the inputs to the layers within the network using the
mean and variance of the values in the current batch,
a technique called batch normalization [52]. This can
improve the efficiency of the neural net and also improve
the training speed. In our model batch normalization is
applied to the output of both hidden layers. We calculate
the MAPE on both the test and training sets and validate
that the values are close. This ensures that the model
is not over-fit or under-fit and can generalize well on
unseen data.

VI. EVALUATION

A. Methods

The model evaluation and data collection are performed
on a single multi-core CPU + GPU node. The CPU is a
16-core AMD Ryzen Threadripper PRO 5955WX, with
196GB of RAM. The GPU is a NVIDIA GeForce RTX
4070, with 5,888 CUDA cores and 12GB RAM. GCC
compiler version 13.2.1 is used to generate the training
and test sets. For every compilation run, the -Oz flag
is always applied; only the sequences of flags given in
Fig. 3 are varied. The test applications used for our ex-
periments were: 2mm (polybench), doitgen(polybench),
heat3d (polybench), shellSort, boxBlur, dotProduct and
jacobiEigenvals.

Evaluating Model Accuracy: Model accuracy
was evaluated using Mean Average Percentage Error
(MAPE). This is given by:

1
n

∑n
i=1 |

(actual_byte_size−predicted_byte_size)
actual_byte_size | × 100%

We have also used the Spearman rank-order correla-
tion coefficient to measure the monotonicity between the
measured and predicted test datasets. A high value shows
that the two datasets are highly correlated.

Levels of Feature Extraction: A major advantage of
our framework is that we can compute a large list of
function-level features and also at intermediate points
during the optimization pipeline of the compiler. As
discussed in Section III-B, this means that we compile
once using the -Oz flag and omit all tree dumps that GCC
generates as it optimizes the code for -Oz. These tree
dumps are labeled with the optimizing passes that the
compiler applies during that compile. For each tree dump
of the optimizing pass, we then compute the feature

vectors as discussed in Section III. As a next step, for
features corresponding to every pass, we generate the
training and test dataset as discussed in Section IV. The
training dataset at pass xyz is used to train the cost model,
and its prediction accuracy is recorded on the test dataset.
In this way, we shortlist which features extracted after
which pass within the optimization pipeline would result
in the best cost function.

Selecting a Subset of Features: Our framework has
the capability to extract over 100 features (describing
the function) as given in Figure 2(b). To demonstrate the
value of having such a comprehensive set of code fea-
tures, referred to as All Features, we evaluate prediction
accuracy with two methods of feature space pruning. The
first method is to statically prune the feature space. This
is done by using the feature set given in [12], which is the
state-of-the-art work in compiler optimization. We refer
to this feature space as Autophase. The second method
is to prune the feature space at runtime. This is done
using L1 or Lasso Regularization. Lasso regularization is
applied to the weights of both the layers in the neural net
and added to the overall loss computed for the training
loop. We refer to this feature space as Lasso. We also
tried other feature selection techniques such as PCA and
Random Forests. However, these last techiques did not
give any significant improvement in prediction accuracy
of the cost model and hence have been omitted.

B. Finding the Best Level of Feature Extraction

Figure 4 shows the results. A lower MAPE means higher
accuracy. The results are shown for different types of
feature selections used to train individual cost functions
for different passes: All Features from Figure 2(b), prior
state-of-art, Autophase [12], and using Lasso Regression.
We see that the best accuracy for All Features and
Autophase Features occurs at the ccp2 and ccp3 passes,
respectively. This is the conditional constant propagation
optimization that aims to simplify instructions and local
scalar variables [53]. The numbers “2" and “3" mean
that the respective pass is being applied for the 2nd or
3rd time during the optimization pipeline. For Lasso,
features extracted for tree dumps after the waccess3 pass
and then used to train the cost model give the best cost
model accuracy. We find that waccess3 is one of the
last GIMPLE passes to be applied in the optimization
pipeline and that, for majority applications, it indeed
gives improved feature values (such as lower Halstead
difficulty, fewer local variables, and a smaller average
number of instructions per basic block).
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Fig. 4: MAPE values after each optimization pass for three different types of feature selection: All Feature
(Comprehensive), Autophase (Prior State-of-art Subset) and Lasso (Runtime Statistical Pruning in Neural Net).

Fig. 5: Percent error distribution for passes that give the best cost model accuracy.

TABLE I : Summary of results

All Features Autophase Lasso
Best test MAPE 8.00% 10.14% 9.79%
Compiler pass ccp2 ccp3 waccess3
Accuracy 92.0% 89.9% 90.2%
Spearman coefficient 0.98 0.97 0.97

C. Computing the Best Subset of Features

We ask: Which subset of the selected features’ set is
better at training the binary size cost model for GCC?
From training individual cost models using features
extracted after passes, we find that the least MAPE error
occurs using the proposed comprehensive list of All
Features. The MAPE of this cost model is 8%. If we train
the cost model using features proposed by Autophase
then the MAPE is 10%, and for features selected by
Lasso it is 9.79%. These results are summarized in Table
I. The Spearman rank coefficient of the cost model
is 0.98 when using All Features. This shows that the
predicted and measured binary sizes on the test set are
highly correlated. Figure 5 shows the accuracy of the cost
model visualized as bar plot when used to evaluate the
test dataset. The x-axis gives the relative error between
predicted and measured sizes, aggregated into buckets
of size 10%. The y-axis lists the number of predictions
made on the test set that lie in that range of relative
error. We note that for “All Features/ccp2” the majority
of the test cases have error less than 5%. In contrast, the
relative error of “Autophase/ccp3” has higher variance.

D. Accuracy of individual test applications

Table II shows the prediction accuracy for individual
applications in the test set, evaluated using the All
Features/ccp2 model. The majority achieved >95% ac-
curacy, while the lowest accuracy was 80%.

E. Model Accuracy Comparison with Prior Work

We compare the performance of other cost models
trained for compilers such as Tiramisu and GraalVM. In
[18], the authors have 16% MAPE in predicting speedups
on full programs for the Tiramisu compiler. We achieve
MAPE of 8%. In [46] the authors designed a cost model
for the GraalVM compiler and quote accuracy in terms of
70% applications lying within 10% of the correct target
value. In our case over 86% applications lie within 10%
of the corrected predicted binary size.

F. Performance Improvements With Our Cost Model

We ask: How much speedup is possible by substituting
GCC’s binary size computation with the proposed neural
net cost model? How much advantage can be extracted
by using a GPU for the inference from the trained cost
model? And, How many test cases (batch size) would be
needed for the GPU inference to outperform the CPU?

To answer these questions, we measured the time to
evaluate the binary size for a given tuple of C function

TABLE II : Average accuracy for test applications

shellSort boxBlur doitgen heat3d dotproduct jacobi 2mm
80% 95% 95% 88% 94% 96% 96%
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and target compiler flags. Measurements were done for
the following combinations: running the actual GCC
compiler (CPU + GCC), running inference for the cost
model on the CPU (CPU + Cost Model), and running
inference on the GPU (GPU + Cost Model). For GPU
inference, we varied the batch size from 2 to 1024.
From Table III, see that speedup of multiple orders of
magnitude is achieved by using the cost model. Even if a
compiler tuning workload is fully deployed on the CPU,
it is still over 700× faster to use the cost model than the
actual compiler. Moreover, in scenarios where multiple
test vectors need to be evaluated in a batch, the GPU
based inference will significantly outperform CPU.

TABLE III : Performance improvement from cost model

Method Speedup over CPU + GCC
CPU + GCC 1
CPU + Cost Model 705
GPU + Cost Model (Batch size=2) 134
GPU + Cost Model (Batch size=16) 1675
GPU + Cost Model (Batch size=1K) 134000

VII. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we present a GCC feature extraction
framework that is able to generate a comprehensive set of
code features. The intermediate representation used for
it can be selected after multiple points in the compilation
process. We also present cost model architecture for
faster compiler tuning that achieves a high accuracy of
92%, and can deliver orders of magnitude speedup versus
running the compiler.

Though we are able to achieve good numbers on
MAPE and Spearman’s correlation, we still believe we
can improve our cost model by incorporating further rep-
resentation learning to better generate embeddings from
the feature vectors. We can also improve the structure
of the neural net to enble better learning. Moreover, we
can increase the number of applications both for train and
test. We can also create a better pool of applications, with
varied binary sizes and codes. We can identify which
type of applications the model is not able to predict so
well and then employ advanced techniques such as code
similarity analysis or fine tuning over specific application
sets to increase their prediction accuracies.
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