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Abstract—This paper describes the first FABRIC deployment
of GraphBLAS—a powerful linear algebra-based framework for
network traffic analysis. FABRIC is an international network
testbed that is used for teaching and research in networking.

This work has two goals to provide a foundation for further
research on network security: (1) deploying an advanced net-
work monitoring technique on FABRIC, and (2) making this
deployment shareable with other FABRIC users.

These goals are achieved by creating FABRIC experiments
that build and deploy GraphBLAS to process network traffic on
FABRIC. These experiments are described as executable Jupyter
notebooks that are shareable with other researchers.

These experiments also include the replaying of network
workloads (from pcap files), which we use to test and evaluate
the deployment.

Index Terms—GraphBLAS, Network Monitoring, FABRIC
testbed

I. INTRODUCTION

The FABRIC testbed [1] provides a platform for network
research that includes programmable network hardware, and
that can be flexibly configured to suit its researchers needs.

This paper describes a project that uses FABRIC to reach
two goals: (1) deploying an advanced network monitoring
technique on FABRIC, and (2) making this deployment share-
able with other FABRIC users.

Achieving these goals will help provide a foundation for
further research on securing cyberinfrastructure. This research
benefits from FABRIC in two ways:

1) FABRIC provides an experimentation environment in
which to carry out empirical research. In this paper, we
describe the deployment of advanced network monitor-
ing techniques.

2) FABRIC is itself an interest example of a powerful com-
puting instrument that needs to be secure. By monitoring
FABRIC’s network we can detect whether any commu-
nication patterns need further investigation. Examples of
such patterns include those of worms, botnets, and their
command-and-control traffic. Of course, on a system like
FABRIC, that traffic might be from an experiment that
involves simulating an attack; but in any case we would
want to ensure that such experiments remain contained.

GraphBLAS [2] is a graph analysis tool that can analyze
communication patterns in a network. It is able to scale
well and it has been used on large, busy computer networks.
GraphBLAS is a tool that could help advance security research
on FABRIC, and of FABRIC-like, shared, integrated research

infrastructure, as described above. Further background is pro-
vided in Section II, and related work is described in Section III.

In this paper, we describe the deployment of GraphBLAS
on FABRIC. This deployment consists of an examplar Jupyter
notebook that sets up GraphBLAS on a VM instance running
on FABRIC. That instance is then provided with network
traffic to analyze. Section IV describes our methodology, and
Section V describes our evaluation. This Jupyter notebook is
made available for other researchers to use and extend.1

In this deployment, GraphBLAS running on FABRIC an-
alyzes pcap files, but in the future this can be extended to
analyze FABRIC network traffic—related to other experiments
that are running on FABRIC.

Section VI describes a path to follow-up research by
building on the Patchwork [3] dataplane observability system.
Patchwork can programmatically filter traffic across FABRIC’s
dataplane, and direct that traffic to GraphBLAS for analysis.
This analysis could serve both the users of testbeds and its
operators, to monitor its network activity at a configurable
granularity using state-of-the-art techniques.

II. BACKGROUND

This section provides a brief background on FABRIC and
GraphBLAS to support the sections that follow.

FABRIC [1] is a federation of 33 sites that are distributed
across north America, Asia, and Europe. Each site provides
hardware resources—including servers and various types of
network equipment—that can be virtualized to simultaneously
serve different researchers’ experiment needs. Experiments
can span several sites, and can be flexibly managed using
FABRIC’s portal or by using FABRIC’s Python-based API.

GraphBLAS [2] implements linear algebra techniques for
network traffic analysis. Network traffic is used to build a
matrix in which rows denote source addresses, columns denote
destination addresses, and the value at each cell denotes the
number of packets exchanged between a given source and
destination.

III. RELATED WORK

Research testbeds usually have monitoring infrastructure—
such as CoMon [4] on PlanetLab or MFlib [5] on FABRIC—
but their scope and role differ from this GraphBLAS deploy-
ment. This GraphBLAS deployment is scoped in a single VM,

1https://gitlab.com/d-r-r/release/gbf



while testbed monitoring infrastructure tends to be distributed
across the infrastructure. The role of this deployment is to
clarify the process of setting up GraphBLAS within FABRIC.
This serves as a foundation for future work—described in
Section VI—in which GraphBLAS (and research extensions
of GraphBLAS) are used to monitor experiment-specific and
testbed-wide network traffic.

IV. METHODOLOGY AND TESTING

The first steps of this work involved compiling GraphBLAS
in a fresh VM on FABRIC. These steps involved finding out
implicit software dependencies and automating their installa-
tion by scripting them in a Jupyter notebook. GraphBLAS
was obtained from GitHub—the precise repo and revision are
documented in our code repo.

Once the dependencies were clarified, the Jupyter notebook
was structured into three stages. First, FABRIC resources are
allocated. These include host (VM) and network resources
on FABRIC. Second, GraphBLAS is compiled in a VM
that receives traffic for analysis. Finally, network traffic is
captured and made available to GraphBLAS. In the current
deployment, this involves providing GraphBLAS with packet
captures (“pcap” files), and using the pcap2grb tool to
produce a GraphBLAS traffic matrix.

As a more complex deployment example, we prepared an
extended version of the notebook that implements a small 5-
node topology on FABRIC. On this virtual network, several
instances of iperf are used to send traffic to other nodes, and
the communication between nodes was stored as a matrix by
GraphBLAS.

V. EVALUATION

To test the setup, we wrote a script that applied the following
operations to the set of pcap files described below: (1) running
the pcap2grb tool on each pcap file produces tar files, each
containing 64 .grb files. These files encode the serialized
GraphBLAS matrix. (2) extracting the tar files and running
gbdump on each of them. gbdump generates ASCII output
showing pairs of communicating IPv4 addresses, which we
use to validate the setup.

The pcap files that were used for testing were obtained
online. The source of each pcap file is documented in our
code repository.

Traffic capture Size (# packets)

fuzz-2006-08-27-677 637
fuzz-2006-06-26-2594 691
gmail.pcapng 793
fuzz-2010-06-29-8087 86401
fuzz-2009-06-27-1565 282703
bigFlows 791615

VI. FUTURE WORK

The initial deployment of GraphBLAS on FABRIC sup-
ports future work on research and teaching. Future research
work includes integrating with Patchwork [3]. Patchwork is

a programmable network profiler for FABRIC. It gathers
traffic samples that GraphBLAS could then analyze. In future
work, this integration could form part of a long-running
traffic analysis experiment on FABRIC. GraphBLAS could
also be applied to traffic generated by load generation tools [6]
to characterize different communication patterns—such as
command-and-control behavior for malware—and assessing
their reproducibility for research and teaching [7]. Other future
work include packaging this notebook for easier uptake by
other researchers, using systems like Trovi [8].

VII. CONCLUSION

This paper described an initial adaptation of GraphBLAS to
run on the FABRIC testbed. The focus of this work involved
automating this setup after discovering implicit software de-
pendencies. This work produced a Jupyter notebook that
encapsulates our deployment process, and which we hope that
others can find useful. Future work includes more extensive
testing and scaling, and integration with other testbed-related
services and research.
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