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Abstract—Sparse Matrix-Matrix Multiplication (SpMM) is a
fundamental operation in neural networks and high performance
graph algorithms. Most popular solutions to SpMM adhere to
ahead-of-time (AOT) compilation, where the entire program
is compiled before execution. With the introduction of GPU
threading in SpMM there have been significant leaps in perfor-
mance. However, AOT compilation for threaded SpMM has four
major limitations: unnecessary memory access, greater branch
overhead, unnecessary retained memory, and slow memory
transfers between the host and the device. These limitations are
due to the nature of AOT compilations where key information
is unaccessible during the compilation time but later becomes
available during the programs run-time. In this paper, we propose
a SIMD GPU threaded just-in-time (JIT) compilation solution
to SpMM, improving SpMM resource usage and run time on
GPUs. The most significant advantage of our framework is that
JIT compilation provides our solution with runtime information.
This information is used to dynamically create precise thread
structures based on input matrices. Operations are evenly dis-
tributed to each thread in their smallest denominations to achieve
maximum efficiency and a balanced workload distribution.
Runtime information is also used to manage a self-maintained
memory pool which increases memory efficiency, bandwidth,
and SpMM speed. Improved forms of memory allocation and
storage are used, decreasing the amount of transfers needed
between the device and host, as well as increasing GPU memory
bandwidth and decreasing memory access times. We conduct a
performance evaluation of our framework and compare it to a
AOT baseline provided by NVIDIA, a threaded matrix multiplier
using the CUDA framework, adjusted for SpMM using an array
in compressed sparse row (CSR) format. Our JIT framework
consistently delivers a significant performance enhancement over
the native CUDA solution, achieving on average, a 1.3x improve-
ment in execution time and a 3x improvement in GPU memory
footprint.

Index Terms—SpMM, Just-in-Time
Threading, Performance Optimization

Compilation, GPU

I. INTRODUCTION

Over recent years sparse data has seen greater and greater
prevalence. As a result, sparse computation - algorithms that
leverage the understanding of operating with sparse data to
minimize the number of fundamental operations performed -
is receiving large amounts of attention, in hopes to improve
preexisting algorithms using the knowledge that the opera-
tional data will be sparse [1]-[5], [7]. SpMM (Sparse Matrix-
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Matrix Multiplication), is no exception to this trend. SpMM
is a form of matrix multiplication that is performed on one
sparse matrix, A (a matrix in which most elements are zero)
[1], and one dense matrix, X (a matrix in which most elements
are non-zero) [1]. Each index j each row i in the sparse matrix
A is multiplied by index j in the corresponding column i in
the dense matrix, and products of the multiplications are then
added to form one index in the resulting dense matrix Y, stored
at Y[i][j]. SpMM has found extensive applications, being used
in matrix factorization algorithms, graph clustering algorithms,
and is a key component in Graph Neural Networks, being used
in graph convolution [7]-[9].

SpMM frameworks popular today are limited by design
challenges. These limitations include memory transfer between
the host and the device, unnecessary branch overhead, limiting
memory storage techniques, and unnecessary retained device
memory. Our framework aims to solve these limitations. To
do so we use the following approaches. First, we use just-
in-time (JIT) compilation to gain access to valuable runtime
information which allows us to perfectly balance thread struc-
tures and deallocate memory when needed, extending our prior
work on multicores [11] to GPUs. Second, we employ CSR
format for sparse matrices to improve memory and runtime
efficiency. Third, we utilize a highly efficient self-maintained
memory pool using improved forms of memory allocations.
Using the framework described above, our SpMM solution -
using both JIT compilation and GPU threading - addresses the
limitations of popular SpMM solutions today. By addressing
these limitations, our JIT threaded SpMM exhibits a 1.3x
improvement in execution time and a 3x improvement in GPU
memory efficiency, meaning problems 3x larger are able to be
processed without exhausting GPU memory.

The rest of the paper is organized as follows. Section 2
provides a background on technologies used in our SpMM
solution. Section 3 discusses current iterations of SpMM lim-
itations and the opportunities provides by these limitations for
our framework to improve on SpMM. In section 4, we present
our framework’s design and optimization techniques. Section
5 describes our findings and discusses their implications and
potential origins. Finally, section 6 concludes the paper.



TABLE I
LIST OF NOTATIONS.

’ Symbol ‘ Description
A Sparse Matrix of Dimensions m X n
X Input Dense Matrix of Dimensions n X d
Y Output Dense Matrix of Dimensions m X d
m Number of Rows of Matrix A
n Number of Columns of Matrix A, Number of Rows of Matrix
X

d Number of Columns of Matrix X

Mi] The i-th Row of a Matrix M

MTi][j] | The Element at the i-th Row and j-th Column of a Matrix M
NG j An Element n, which is at Row i and Column j

II. BACKGROUND AND RELATED WORK

To increase the performance of SpMM operations and
decrease the amount of memory used to store sparse matrices,
many sparse matrix storage techniques have been designed.
Matrices are commonly represented as two-dimensional arrays
in software. Each element, n; ;, is accessed using two indices
- i for the row and j for the column. Rows are numbered from
top to bottom, while columns are numbered from left to right.
This means, for an m X n matrix, the memory required to store
this two-dimensional array representation of a matrix scaled
linearly with the product of its dimensions (m x n), excluding
the storage needed for the matrix’s dimensions themselves.
Table I, a table of frequently used notations throughout this
paper, is provided for the convenience of the reader.

To improve memory usage, the Compressed sparse row
(CSR) formatting of sparse matrices, also known as com-
pressed row storage (CRS) or Yale format, and many formats
like it, where created. CSR format is represented as follows
(zero-basing is used). An m X n sparse matrix A is represented
not by using one two-dimensional array but by using three
one-dimensional arrays: a values array (V), an array to hold
column indices (col_index), and an array to hold the number of
non-zero elements above each row (row_index). CSR format
compresses row indices, only storing nonzero values. The
values array, V, holds all nonzero elements from the matrix,
and is the same length as the number of nonzero elements. The
column indices array, col_index, at it’s i’th element contains
the column location of the value at V’s i’th element. col_index
also has length equal to the number of nonzero elements in
the sparse matrix. The row_index array has a length of m +
1, and stores at index i the total amount of non-zero elements
that occur above row i. This results in the final element of
row_index being equal to the total number of nonzero values
in the sparse matrix A. Figure 1 presents an example of the
process. CSR formatted sparse matrices drastically reduce the
amount of memory needed to store the sparse matrix.

When performing SpMM with a sparse matrix A in CSR
format and a dense matrix X, we can greatly reduce the
amount of individual multiplications necessary during exe-
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Fig. 1. Example of CSR format (bottom) and the matrix representation (top).

cution by doing SpMM using a CSR-formatted sparse array.
The algorithm performs SpMM on a sparse matrix A in CSR
format and a dense matrix X . First, the row_index is accessed
to locate the initial position of row i. Segments of col_index
and V are traversed to perform the necessary multiplications
on all non-zero entries in the sparse row i. For each nonzero
entry, the algorithm utilizes the column index from col_index
to find the corresponding row in the dense matrix X. The
value at X is then multiplied by the nonzero value at A, and
the product is added to the row-column total, yielding the final
value stored at Y[A col][X row].

Multiplying a sparse matrix in CSR format by a dense
matrix using GPU threading is shown in Algorithm 1. First,
we get the position of the thread as a vector, where the first
position is the position within the thread block and the second
position is the position of the thread block in relation to the
overarching thread grid. Then for each thread, the return value
is initialized, and the thread iterates over the row_index array
of the sparse matrix from the thread’s position to the next
thread’s position (row_index[posz| to row_index|[posx+1)).
Then the result of all nonzero multiplications in the thread’s
row are added to the result, which is then inserted into the

Algorithm 1 A threaded implementation of SpMM based on

CSR

Require: Sparse matrix A of size m X n, i.e., A.row_index,
A.col_index, A.V, dense matrix X of size n X d, and return
matrix Y of size m X d.

Ensure: Dense matrix Y = AX.
thread_posx,thread_posy = cuda.grid(2)
positions using cuda framework
if thread_posx < n and thread_posy < d then > Make
sure the thread is needed

ret =0
for idz = A.row_ptr[i] to A.row_ptr[i + 1] do
k = A.col_indices|idz]
ret+ = A.vals[idz] x X [k][thread_posy]
end for
Y [thread_posz][thread_posy| = ret
end if
return Y

> Get thread




correct position in Y (the dense array that is a result of the
SpMM). When doing this for every thread in a specialized
thread and thread block format for the specific input arrays,
every position in Y is filled in by one thread. Done simul-
taneously, the longest the algorithm can run for is the time
taken for the largest amount of multiplications for a single
row-column pair to be done, added, and inserted into Y.

III. MOTIVATIONS AND OPPORTUNITIES

As SpMM has become more prevalent, ways to improve
runtime have been proposed. A popular method is to mas-
sively thread the operation using GPUs [13]. To achieve this
threading, we use NVIDIA’s API framework, CUDA. NVIDIA
provides an extensive API for threading using their GPUs,
allowing for thread structures to be created, memory pool
manipulation, and optimized data transferred between the host
and the device. It also allows for the creation of unified
and shared memory pools, increasing memory efficiency and
transfer speeds. The use of GPUs allows for individual mul-
tiplication operations to be executed at once, allowing for a
significantly faster SpMM.

Leveraging NVIDIA’s CUDA framework for GPU threading
can provide powerful efficient parallelization, and is utilized
in our JIT threaded approach to SpMM. A core aspect of
CUDA’s framework is their extremely customizable thread
hierarchy. This hierarchy consists of three denominations of
threading: threads, blocks, and grids. Threads are used in
SIMD architecture, each one performing one iteration of a
given GPU kernel method. Programs typically base thread
execution on the specific thread architecture used. Threads can
be grouped into blocks, which subsequently can be grouped
into grids. Precise thread architecture is decided at runtime,
which allows for dynamic thread structure allocation that
corresponds to a GPU kernel method’s specific requirements.
This allows for only threads that are necessary for computation
to be deployed for execution, which decreases memory and
GPU bandwidth consumption. Each thread is given its own
registers and local memory, whereas thread blocks in CUDA
can cooperate by sharing data through shared memory pools,
as well as synchronize their execution. Grids are a collection
of thread blocks that do not share memory but are useful in
terms of simplifying the code needed by adding another layer
of thread grouping often used to deploy individual threads to
each index in three-dimensional arrays.

The CUDA framework also provides many ways to store
memory, and understanding what memory type to use and
where is pivotal for optimizing performance. There are three
main types of memory CUDA offers. First, global memory,
which is accessible by all threads in every thread block and
grid. Global memory is not cached, leading to latency in read-
ing and writing. Second, shared memory, which is accessible
only by all threads in a specific thread block. Our solution
typically uses shared memory, as it offers synchronization,
automatic data locking, and quick access. Third, there is local
memory, which is specific to each thread. Because it stored

in the same way global memory is, it is prone to the same
latency.

Our SpMM solution only utilizes shared memory when
storing data on the GPU. This is because shared memory
latency is roughly 100x lower than other memory formats
able to be used for NVIDIA GPU computation, and when
a bottleneck of the algorithm stems from reading and writing
to arrays, it becomes very important to improve [16]. Shared
memory also allows for data cashes in a custom memory pool,
which our solution uses. Shared memory can also be read-
only, further reducing the runtime of reading data from input
arrays when performing SpMM. Using shared memory in our
framework allows for both faster speeds at runtime and also
increased memory bandwidth on the GPU.

Popular threaded and non-threaded solutions to SpMM
adhere to AOT (ahead-of-time) compilation. This involves
the entire program being compiled before execution. AOT
compilation for SpMM has limitations in the form unnecessary
memory access and greater branch overhead. To address
these limitations, we propose the use of JIT (just-in-time)
compilation for threaded SpMM. JIT compilation compiles
GPU kernel functions into machine code at runtime, allowing
runtime information to be available for optimizations. Using
information known at the program’s runtime, we are able to
address each of these limitations in turn and greatly improve
the speed of SpMM.

NVIDIA does not provide a JIT framework with the CUDA
API, so to perform JIT compilation using NVIDIA GPUs,
Numba, a Python JIT framework for generating machine code
from Python code using the LLVM compiler infrastructure
[14]. Numba provides decorators for Python functions to allow
them to be compiled to machine code at runtime. Numba in-
tegrates with the CUDA framework almost seamlessly, which
allows for the same benefits of the CUDA framework, such as
pinned and shared memory pools, while also allowing for the
access of runtime information.

Current solutions to SpMM have many limitations. Our
solution is able to alleviate them by using the strategies and
technologies described above. First, CSR format allows us to
reduce the time taken for SpMM to run, as well as greatly
reduce memory consumption and data transfer speeds. Second,
by threading SpMM on the GPU we are able to improve
SpMM speeds. Third, by using JIT compilation we gain access
to important runtime information. Fourth, using this runtime
information, our solution is able to precisely allocation thread
structures perfectly suited for GPU execution. And fifth, the
use of initially writing to pinned memory and by utilizing
only shared memory on the GPU, we are able to decrease
the speed of memory transfers as well as reduce memory
usage on the GPU. Using the technologies described above,
as well as highly specific techniques such as loop unrolling,
memory coalescing, and minimized memory access latency,
our proposed solution achieves less memory usage and faster
runtime.



1: Read Matrices --4-- 2: ([\I/I-I?)r:t())ry

~_

3: Pinned memory

5: Memory 4: DRAM
(Host) (Device) (Host)
Fig. 2. How our solution uses pinned memory directly during host to

device data transfers. Writing data directly into pinned memory when read
circumvents the need to transfer a host array to pinned memory before copying
memory the device.

IV. FRAMEWORK

The implementation of the above frameworks and solutions
culminates in our proposed solution. Here, we will discuss
how each technology is used in our solution to improve on
previous iterations of SpMM. The first technology to discuss
is our threading model. Due to the nature of global and
local memory and the latency they produce, our solution uses
only shared memory structures. This meant that thread grids
were impractical, and they were not necessary or useful for
our solution from the beginning, so our solution implements
threads only as part of thread blocks. This allows for easily
shared memory that can be accessed quickly, and it allows for
all of the threads to interact with one array simultaneously
due to the automatic locking and synchronization capabilities
of the CUDA shared array framework. This also allowed
for simple calculations to determine how many threads were
needed in each block, as well as how many blocks were
needed in total, given the dimensions of the matrices we are
multiplying. This allows for the perfect amount of threads and
thread blocks to be allocated for our specific GPU method, see
Algorithm 2.

The decision to use shared memory was a valuable one.
While it did allow for threads to easily access data in the
same array, it also improved data read, write, and even transfer
speeds, because it is able to be cached. Shared memory has
significant improvements on alternative types of GPU memory
for SpMM implementations, as it is much faster at accessing
memory, able to be allocated from the custom memory pool
our solution employs, is able to be accessed safely by every
thread in a grid at once, and can be made to function as a
read-only array, even further reducing memory usage for input
arrays into the SpMM.

Another less commonly used but important form of memory
is pinned memory. As shown in Figure 2, host data allocations
are pageable by default when normally allocating memory.
Because of this, the GPU cannot access data directly, so the
CUDA driver first must allocated a page-locked, or pinned,
host array, which can then be copied to device memory.
This causes slower data transfer speeds. To circumvent this
bottleneck in data transfer between the host and the device, we
utilize directly allocating data into pinned memory, allowing
for the transfer to host data structures to improve greatly [15].

To further optimize performance and memory usage, our

Algorithm 2 An implementation of thread block allocations

Require: Dense matrix X size n x d, and return
blocks_per_grid, a description of thread and thread block
count and shape.

Ensure: blocks_per_grid = thread block allocations.
threads_per_block = (16,16)
blocks_per_grid_x = math.ceil(n/threadsperblock|0])
blocks_per_grid_y = math.ceil(d/threadsperblock[1])
blocks_per_grid = (blockspergrid_z, blockspergrid_y)
return blocks_per_grid

solution implements a self-regulated memory pool. Numba’s
memory pool increased calls to the CUDA API for memory
retention while executing on the GPU, and made it difficult to
individualize the storage of each array. By managing memory
allocation and deallocation dynamically, memory is able to
be freed when it has been used, reducing memory usage and
improving runtime performance. This also allowed us to write
data into pinned arrays when initially reading them, reducing
the amount of data transfers done. See 2. This initial pinned
memory is stored on the host. While this is necessary for
initializing the SpMM, the CPU memory becomes a burden for
CUDA’s framework to upkeep while executing on the GPU.
Having the ability to remove this pinned memory as soon as
it is transferred to device memory improves the runtime and
memory usage of our solution. A dynamic memory pool also
allows for the allocation of read-only arrays for input arrays.
This improves memory access speeds and increases memory
bandwidth using caching mechanisms that are more effective
for read-only data. Because our solution is able to dynamically
allocate to a memory pool it controls, it allows for greater
memory bandwidth and faster runtime speeds when executing
on the GPU.

JIT compilation is also a critical part of our solution. JIT
offers many benefits to SpMM, as it allows for increased
performance overall for SpMM as well as flexibility during
runtime. By compiling CUDA GPU kernel code at runtime,
JIT compilation allows for optimizations suited for specific
hardware, which Numba employs. This alone results in faster
execution times for SpMM when compared to an AOT algo-
rithm. JIT compilation also allows our solution to dynamically
adapt to specific inputs, allowing for easily thread block
allocations, which optimizes the algorithm for specific matrix
structures during runtime. Because thread allocation, memory
usage, and runtime is highly dependent on the nature of the
data on GPU’s, having access to and using runtime information
through a JIT framework allows for more dynamic, fast, and
memory efficient SpMM. Choosing to use a JIT compilation
framework in our proposed solution has enhanced the effi-
ciency and scalability the SpMM, as well as allowing us to
understand and process unique data by dynamically allocating
thread structures during runtime based on the input data.

The use of CSR format in our solution was important. When
working with matrices of a known specific type, using storage
and computational methods uniquely made for that matrix can
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in 100 millions, comparing our solution and the AOT CUDA solution.

improve an algorithm significantly. CSR format for SpMM is
no exception. Since we know an input matrix is sparse, and
because the sparse matrix is stored in CSR format, accessing
the arrays and doing the few multiplications necessary for one
thread is highly efficient, which also leads to a drastically
lower runtime than a basic SpMM would produce. Using CSR
format not only allows us to rewrite our SpMM function to be
much faster, it also drastically reduces the amount of memory
used to store the sparse matrix. This in turn decreases the
amount of time taken to transfer read the data as well as
dramatically decreasing the transferring of data between the
device and host.

To optimize our solution we employed smaller scale specific
optimized techniques to the general computation. First, we use
loop unrolling, as shown in Algorithm 1, to thread the SpMM
and achieve a balanced thread workload. Second, we use
memory coalescing to optimize memory access patterns and
GPU bandwidth usage during GPU kernel execution. Third, we
minimize memory copying latency by only returning the array
resulting from the SpMM back to host memory and removing
the input arrays from both device and host memory as soon as
soon as they are no longer needed. These techniques maximize
the utility of the frameworks that our solution uses, and they
achieve significant performance improvements when scaling
up the SpMM.

V. EVALUATION

The hardware used to test our implementation of SpMM
were as follows: GPU type - Tesla V100-SXM2, GPU count
- 4, driver version - 515.65.01, cuda version - 11.7, Numba
version - 0.59.1. All tests run were done utilizing these systems
to their full capacities. When creating data sets, two two-
dimensional arrays are created using a python script of type
int32. The dense matrix is generated randomly using Python’s
random number generation framework, and the sparse ma-
trix is generated similarly, the only difference being that is
generated with a sparsity of 0.00001, or .001 percent. This
sparsity of matrices is only used for the largest generated,
when generating smaller matrices for testing a sparsity of
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Fig. 4. Time difference (AOT Cuda Solution - Our Solution) vs. array storage
size in gigabytes.

0.001, or 0.1 percent, is used. Numpy is then used to house
the sparse matrix, so it can then be separated into its CSR
components using the Scipy framework. The sparse and dense
arrays are then written to files, the sparse array being written as
three lines, one line for each of its components, V, col_index,
and row_index. The dense array is stored with one line being
one row in the matrix, and spaces separate the indices. There is
also a file in which the resulting array dimensions are written
into, to avoid unnecessary iterations over the input matrices to
gather dimension data. When running each solution, the files
are first read into pinned memory to gather the correct input
data.

The AOT CUDA SpMM baseline algorithm run was created
by NVIDIA and listed in the CUDA documentation. In order
to identify the effect that JIT compilation was having on
the algorithm, the AOT implementation was adjusted to fit
SpMM best. First, memory is read from files holding the
data directly into pinned memory, allowing faster allocation
from host to device memory when calling the GPU kernel.
Shared memory is used to improve latency in reading and
writing arrays and simplify thread memory access. Threads
structure allocations are the same as our solution utilizes, see
Algorithm 2, meaning only thread blocks are used to organize
threads. CSR format is used when processing and iterating
over the sparse matrix, improving memory usage and memory
transfer speeds. Our CSR specific algorithm, see Algorithm 1,
is used when executing the SpMM in the GPU kernel to
improve memory usage and runtime speeds. Only the resulting
array, Y, is copied from device memory back to host memory.
These changes ensure that the baseline algorithm is as fast as
possible given its constraints.

Running on the above architecture, our solution to SpMM
outperformed its AOT official CUDA counterpart in every
tested evaluation. First, we testing the proposed solution
against the AOT baseline for time taken to run. Here we see
an average difference in runtime of 34 percent. In other words,
our algorithm performed on average 1.3 times faster than our
baseline. In figure 3, shown is the time taken for our solution
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and the AOT CUDA baseline. This shows how our SpMM
runs faster at every point than its counterpart.

Scalability is a critical factor for modern SpMM solutions
to focus on. Shown in 4 is a larger graph showing much larger
arrays than 3, up to the largest arrays the SpMM could run on
with the GPU memory available, and depicts the difference
in runtime between the two solutions. As is clearly shown,
as the matrices get larger, our solution consistently performs
better than the AOT CUDA baseline at an increasing rate.
This graph further emphasizes the runtime improvements our
SpMM solution offers, especially when scaling up matrix
sizes.

After observing inconsistencies between the GPU memory
usage of the two algorithms, we also ran GPU memory usage
tests. We found that the percent difference in memory able to
be stored on the GPU in our solution compared to the AOT
CUDA baseline was, on average, a 203 percent difference.
In other words, our algorithm was able to store 3 times as
much memory on the GPU as its counterpart, allowing our
solution to handle problems that are 3 times are larger than
the baseline. This is due to the dynamic self-hosted memory
pool our solution utilizes, which is able to deallocate memory
using runtime information. It also allows for our program to
circumvent unnecessary memory expenditure by allowing us to
create read-only arrays on device memory, as well as remove
any excess memory usage caused by CUDA API calls.

Finally, we ran performance evaluations on CUDA API
calls for both of the algorithms using CUDA’s nvprof [17].
Figure 5 shows comparisons of the largest api calls that
both algorithms ran. The data was filtered to pertain just to
memory allocation, retention, and copying. Data was collected
by running randomly sized SpMM calculations and averaging
the nvprof results. The graph shows that memory copying
between the host and device takes close to the same amount of
time between the algorithms, but the copying of memory from
pinned memory to shared memory (cudaMemcpy) is improved
in our solution.

VI. CONCLUSION

Sparse Matrix-Matrix Multiplication is an important al-
gorithm and is growing more so rapidly. Increased atten-

tion and research into increasing memory usage run time is
important. In this paper, we proposed a JIT compiled and
GPU threaded SpMM algorithm that improved on the cutting-
edge implementation of SpMM from NVIDIA. Our solution
improved on time taken to run by 34 percent. It also improved
memory consumption by 102 percent. This clearly shows that
despite most popular SpMM algorithms adhere to ahead-of-
time compilation, the information and control over thread
allocation and memory given using the runtime information
provided only by JIT compilation reduces the limitations of
AOT compilation for SpMM. Our solution decreases memory
consumption, memory access time, time taken to run, and
memory copying between the host and the device.

For future work, we plan to explore a number of research
directions, including studying data partitioning methods to
scale to multiple GPUs [18], [19], leveraging tensor cores [20],
as well as investigating I/O support for semi-external memory
based SpMM algorithms [21], [22].
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