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Abstract—While traditionally utilized for two-sided and col-
lective communication, the latest MPI standards support remote
memory access (RMA) between processes to enable one-sided
communication. This paradigm is typically associated with fine-
grained communication and irregular memory accesses. Many
graph analysis problems feature such irregular memory and
communication patterns, making them a good choice for per-
formance evaluation. Graph500 is a popular benchmark built
upon breadth-first search (BFS) on an undirected graph, which
is well known for its sparse data accesses and fine-grained
communication. In this research, we analyze and compare the
scalability of multiple implementations of BFS using MPI-RMA
against previously developed OpenSHMEM-based implementa-
tions optimized to maximize the benefits of one-sided communica-
tion. Additionally, we evaluate these implementations against the
state-of-the-art MPI reference code using different numbers of
processing elements and various problem sizes. Our experimental
evaluation shows consistently improved performance with MPI-
RMA over the best OpenSHMEM implementation on Graph500’s
BFS kernel with scales up to 32 nodes on the Pittsburgh
Supercomputing Center Bridges-2 Regular Memory partition
and University of Pittsburgh Center for Research Computing
(Pitt CRC) MPI Cluster. Due to the nature of graph processing
having a higher ratio of communication to computation, the com-
munication latency hiding aspects of one-sided communication
could not be fully exploited. While we demonstrate MPI-RMA
to achieve ∼1.8× better performance over the MPI reference
implementation on 32 nodes when only using 4 cores per node,
the reference version was more performant in the majority
of configurations tested. It is concluded that while one-sided
communication has shown promising performance on some large-
scale computing tasks, it remains difficult from a development
standpoint to leverage the one-sided benefits on more complex
kernels.

Index Terms—Distributed processing, high performance com-
puting, message passing, synchronization

I. INTRODUCTION

Distributed-memory computing clusters continue to grow
larger in pursuit of increased performance, but this does not
come without challenges. One such challenge is the com-
plexity of communication at scale, which, when performed
inefficiently, can become a significant performance bottleneck.
As such, developing and exploring efficient parallel communi-
cation libraries remains a key interest of the high-performance
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computing (HPC) community. Two-sided communication is a
popular approach to sharing data in distributed computing, in
which the sending and receiving processes engage in a syn-
chronized handshake. Conversely, one-sided communication
permits the sharing of data with minimal to no synchronization
between processes, allowing the freedom for more fine-grained
communication.

First introduced in [1], the Graph500 benchmark aimed to
direct the attention of the HPC community towards improving
performance on emerging large-data informatics problems.
These problems differed greatly from existing benchmarks due
to the larger data requirements and low spatial and temporal
locality of the data. The first kernel of Graph500 and the
main interest of this research is BFS. The Graph500 standard
provides several predefined graph sizes to test against and
requires the number of edges to be 16× the number of vertices.
This research investigates the performance of state-of-the-
art one-sided communication libraries when applied to graph
analytics.

II. BACKGROUND

Two commonly used paradigms for communicating between
processing elements (PEs) at scale are one-sided and two-sided
communication patterns. Two-sided communication requires
synchronization between the two processes, as an explicit
handshake procedure must be completed. When one process
is not available to communicate, the other must typically
stall. This process is known as a blocking operation. Some
libraries offer asynchronous two-sided communication, which
eliminates the deadlock possibility of blocking calls. With
asynchronous two-sided communication, some handshake syn-
chronization is still required between PEs to share the data,
only there is more flexibility in the timings of the procedure.
One-sided communication, however, is non-blocking in nature
while also not requiring any formal synchronization or hand-
shake between processes. It can be beneficial to analyze the
computation-communication overlap of parallel programs, as
it is an important technique for latency hiding and overhead
reduction [2]. By allowing data transfers to occur without in-
terrupting the receiving PE’s computations, one-sided commu-
nication grants the programmer new opportunities to overlap
computation and communication and improve performance.



The MPI standard continues to be the most popular and
widely used parallel-programming library across the HPC
community [3], [4]. Traditional MPI programs utilize blocking
two-sided communication in conjunction with collective com-
munication calls. MPI also offers support for asynchronous,
non-blocking two-sided communication calls via probing and
waiting [5]. Newer MPI standards introduced Remote Memory
Access (RMA) functionality, allowing complete one-sided
communication between processes.

OpenSHMEM is a community effort to standardize an API
for parallel programming in the PGAS model with portability
across machines and environments [6], [7]. OpenSHMEM
innately supports one-sided communication as symmetrical
memory blocks are created across all PEs with asynchronous
access capabilities. Data objects stored in these symmetric
memory heaps are shared, and any data stored in traditional
local memory are private. Communication can only occur on
shared data.

III. RELATED RESEARCH

This research builds on an array of existing research de-
scribed in this section. Relevant studies can be categorized into
MPI-based research and OpenSHMEM-based research. This
section concludes with a discussion of related comparisons
and benchmarks previously completed.

A. MPI-Based Research

Graph500 offers a selection of BFS reference implementa-
tions using both traditional MPI and MPI-RMA. While most
results on the Graph500 utilize custom implementations, these
references can still serve as tools for performance evaluation
of novel algorithms. A small summary of relevant references
follows:

1) Replicated: The Replicated-MPI reference implementa-
tion features exclusively collective communication calls such
as MPI_AllGather. It is still a wavefront-based BFS algo-
rithm but is unique due to its lack of traditional, point-to-point
MPI messaging between nodes, instead opting for collective
communication. As the best-performing reference implemen-
tation used in [8], this research utilizes the Replicated-MPI
version as a baseline for comparison throughout.

2) One-Sided: The One-Sided MPI version of BFS utilizes
MPI-RMA for one-sided communication calls to perform a
wavefront traversal. It is the only reference code to leverage
MPI-RMA, however, prior research has shown it to perform
poorly [8], [9]. This implementation will be used in this
research to compare new MPI-RMA versions to the only one-
sided baseline.

B. OpenSHMEM-Based BFS Research

Previous research has been foundational to this research by
exploring and developing novel BFS algorithms specifically
for the one-sided communication offered by OpenSHMEM.
[10] aimed to perform the Graph500 benchmark using Open-
SHMEM by directly translating the One-Sided MPI reference
version from [11] into SHMEM API calls. The authors mainly

compared against the One-Sided MPI reference implementa-
tion, but since it failed to run at larger scales, they could
not fully compare the two. There is limited research into
developing novel BFS implementations for OpenSHMEM, as
opposed to translating existing ones from MPI. In [8], there
are five BFS implementations developed from scratch for
OpenSHMEM. This research features the Concurrent-Fence
and Concurrent-Hash algorithms, that feature preallocated
buffers to facilitate data sharing. The reader is referred to [8]
for more details on the algorithms themselves.

C. Previous Comparisons

There have been numerous investigations into the perfor-
mance of SHMEM on different machines, often compared to
traditional MPI or MPI-RMA. In [12], the authors compared
basic CraySHMEM communication calls to the corresponding
MPI-RMA counterparts using simple kernels with varying
message sizes on a Cray XC30. They found the CraySHMEM
communication calls to outperform their MPI-RMA counter-
parts in nearly every case. In [13], various PGAS runtime
models were compared using the Parallel Research Kernels
[14]. On the Cray XC30 system Edison, they found MPI-
RMA and SHMEM performance to consistently lag behind
traditional two-sided MPI on the specific kernels tested.

Other research has been presented that demonstrates the
potential of MPI-RMA in improving application performance
over traditional MPI on graph applications such as graph
matching [15]. MPI-RMA and OpenSHMEM are compared
on multiple kernels at comparatively low node counts in [16].
This research aims to compare the performance and scalability
of each library using a well-established benchmark (Graph500)
along with multiple BFS implementations to highlight some
advantages and shortcomings of each.

IV. APPROACH

The main focus of this research is to develop new Graph500
BFS algorithms utilizing MPI-RMA and to benchmark their
performance relative to existing standards as well as the
original OpenSHMEM implementations found in [8]. For
fairness of comparison as well as ease of development, all BFS
implementations were built into the Graph500 benchmarking
suite developed in [17]. The suite serves as a consistent
wrapper for collecting performance metrics and performing
validation. This computation is a key component of calculating
traversed edges per second (TEPS), the standard comparison
metric amongst Graph500 benchmarks discussed further in
Section V.

A. Platforms

BFS was evaluated on the the University of Pittsburgh
Center for Research Computing (Pitt CRC) as well as the
Pittsburgh Supercomputing Center (PSC) Bridges-2 Regular
Memory partition [18], [19]. Hardware for both clusters is
summarized in Table I. Code on the Pitt CRC was compiled
with GCC 8.2.0 and OpenMPI version 4.0.3. Code on PSC
was compiled using GCC 10.2.0 and OpenMPI version 4.0.5.



On both Pitt CRC and PSC, OpenSHMEM implementations
were run with a symmetric heap size of 3 GB.

TABLE I
PLATFORM SPECIFICATIONS OF [20] [21] ARE PROVIDED.

Platform Processor Nodes Cores per Frequency
Node (GHz)

Pitt CRC Dual Intel Xeon Gold 6342 136 48 2.80-3.50
PSC RM Dual AMD EPYC 7742 488 128 2.25-3.40

Memory L1 Cache L2 Cache L3 Cache
(GB) (KB) (KB) (MB)

Pitt CRC 512 DDR4 64 1024 36
PSC RM 256 DDR4 96 512 256

Interconnect Topology Speed
(Gb/s)

Pitt CRC InfiniBand HDR - 200
PSC RM Mellanox InfiniBand HDR Fat Tree 200

B. OpenSHMEM Implementations

The OpenSHMEM implementations tested in this research
are directly derived from those developed in [8] using the code
available at [22]. The Concurrent-Fence and Concurrent-Hash
versions were re-implemented inside of the OSB wrapper
[17] to ensure fairness of comparison to all other versions as
the OSB handles timing and performance metric calculations.
These versions had to be altered slightly to run inside the
OSB wrapper. Specifically, much of the code was simply
removed as it was made obsolete by the OSB wrapper, such
as timing and graph generation. Other portions, such as the
buffer preallocation and memory cleanup, were rearranged or
extended to ensure proper functionality. The fundamental BFS
algorithms remain identical to those in [8].

C. MPI and MPI-RMA Implementations

The baseline MPI implementations of Replicated and One-
Sided were ran as-is from the OSB as references. The
novel MPI-RMA implementations were developed based on
the algorithms used for Concurrent-Fence and Concurrent-
Hash in [8]. The Concurrent-Fence OpenSHMEM imple-
mentation begins with preallocating as many buffers as
possible inside the symmetric memory heap. Since MPI-
RMA does not have an explicitly defined region for shared
data to exist, instead opting for windows, a custom limit
had to be placed on the maximum buffer count to pre-
vent the application from expending all of the proces-
sor’s available memory on buffers. The Concurrent-Fence
MPI-RMA implementation utilizes MPI_Get_accumulate
as a replacement for shmem_int_fadd and MPI_Put
for shmem_char_put_nbi. The MPI-RMA windows en-
sured enough ordering between puts that no translation for
shmem_fence was required to synchronize further. The
Concurrent-Hash MPI-RMA implementation is similar to the
Concurrent-Fence version, differing mainly in the buffer struc-
ture and use of CRC32 to reduce the required number of
MPI_Put calls to send a buffer packet from two to one. For
more information on the algorithms themselves, the reader is
referred to [8].

V. RESULTS

The main metric of the BFS study is traversed edges
per second (TEPS), as defined in the Graph500 standard
[1]. TEPS can be obtained by dividing the total number of
graph edges traversed by the execution time of that traversal.
Execution time itself is not emphasized, as BFS execution can
vary due to the randomness of graph generation in addition
to the randomness of starting point selection in each trial.
TEPS serves to normalize the performance results across all
trials, problem sizes, and hardware architectures, representing
a computing rate similar to those in other common benchmarks
(e.g. floating-point operations per second). This section is
divided into three different tests of scalability: varying the
number of nodes, varying the number of cores per node, and
varying the graph size. All graphs feature 16× as many edges
as nodes, per the Graph500 standard [11].

A. Variable Node Count

The results in this section consist of data from both Pitt
CRC and PSC platforms. The Pitt CRC results were obtained
with all 48 cores per node running each application, at various
node counts. Data was collected with 2, 4, 8, 16, and 32
nodes or 96, 192, 384, 768, and 1536 PEs, respectively. Fig. 1
plots the median TEPS versus total PEs when tested with
a graph of 226 vertices. Replicated-MPI achieves the best
performance at all node counts on this graph size, with the
best performance of 2.67 GTEPS achieved using 768 PEs
(16 nodes). The Concurrent-Fence MPI-RMA implementation
performs nearly as well as the Replicated-MPI implementation
at lower node counts but is quickly eclipsed with a peak
performance of 0.86 GTEPS with 8 nodes. The One-Sided
MPI reference implementation was also tested at this scale
but performed poorly and the results were omitted from the
graph. For example, with 8 nodes, the Concurrent-Fence MPI-
RMA performed over 800× faster than the peak performance
of the One-Sided MPI reference.

Fig. 1 also shows the Pitt CRC results from the same test
on a 4× larger graph with 228 vertices. At this problem size,
some configurations fail for various reasons, most typically
through running out of traditional or symmetrical memory.
The cause of this breakdown can generally be explained by
fully exhausting available system resources due to the storage
demands of the graph, traversal, and/or message buffers. The
One-Sided MPI reference was unable to complete any trials
at this scale. Despite the gaps, data from larger graph tests
can still present interesting results and are included. The
same trends are present at this scale that can be seen on the
smaller graphs. Notably, Replicated-MPI continued to be the
top performer at higher node counts. However, the Concurrent-
Fence MPI-RMA implementation was even more competitive
at lower node counts and succeeded in running with 4 and 8
nodes, which Replicated-MPI failed to do.

Fig. 2 shows the PSC results across varying node counts
on the same problem sizes. Notably, these tests were per-
formed using only 64 cores per node of the 128 available.
All implementations other than Replicated-MPI exhausted



0

19
2

3
84

57
6

76
8

96
0

1
,1
52

1,
34
4

1,
5
36

0

1

2

3

4

5
·109

Number of PEs

T
E

PS

226 Vertices

Fence-MPI-RMA
Hash-MPI-RMA
Replicated-MPI
Fence-SHMEM
Hash-SHMEM

0

19
2

38
4

57
6

76
8

96
0

1,
1
52

1,
34
4

1
,5
36

0

1

2

3

4

5
·109

Number of PEs

T
E

PS

228 Vertices

Fig. 1. Median TEPS performance on Pitt CRC with varying node count and
all 48 cores utilized on different graph sizes.

available memory when using all available cores. Replicated-
MPI achieves the best performance similar to the Pitt CRC
results, reaching 2.88 GTEPS with 2048 PEs (32 nodes).
The Concurrent-Hash MPI-RMA implementation is the best
performer utilizing one-sided communication, but still falls
behind the Replicated-MPI baseline, achieving 0.77 GTEPS
under the same conditions. Both OpenSHMEM and the
Concurrent-Fence MPI-RMA implementations remain signif-
icantly slower at all scales tested.

B. Variable Cores per Node

Fig. 3 plots the performance of each implementation versus
total PEs similar to previous figures. However, instead of
utilizing all 48 cores per node available on Pitt CRC, a variable
number were utilized and the node count is fixed at 32. Results
were obtained with 4, 8, 16, 32, and 48 active cores per
node while remaining cores idled, or 128, 256, 512, 1024,
and 1536 PEs, respectively. The Concurrent-Fence MPI-RMA
implementation outperforms Replicated-MPI at the smallest
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Fig. 2. Median TEPS performance on PSC with varying node count and 64
cores utilized on different graph sizes.

core-per-node ratios but actually decreases in performance
with more than 16 cores per node. Comparatively, Replicated-
MPI improves significantly in performance up through 32
cores per node, where it achieves the best performance across
all tests at 3.92 GTEPS. Fig. 3 also shows the same experiment
on a graph with 228 vertices. Concurrent-Hash MPI-RMA is
shown to improve with increased cores per node for both graph
sizes, and most trends match across both tests. Replicated-
MPI again failed to run at low PE counts, but was the lead
performer for all successfully completed trials.

C. Variable Problem Size

The final test performed featured a fixed processing count
of 32 nodes utilizing all 48 cores each, evaluated at different
graph sizes from 222 to 230 vertices. Fig. 4 shows that
performance improves for all implementations as problem
size increases. This performance improvement is expected, as
larger problems allow higher computation to communication
ratios. It is again shown that Replicated-MPI significantly
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with 32 nodes, 48 cores per node (1536 PEs).

outperformed all one-sided implementations. These results
were found to be consistent with all node counts tested. The
only implementations to successfully run at scale 230 were the
MPI-RMA and OpenSHMEM Concurrent-Fence implemen-
tations. The successful completion of both Concurrent-Fence
versions may suggest a smaller memory footprint than those
which failed to execute. Concurrent-Fence MPI-RMA saw a
2.82× performance increase from size 228 to size 230, and the
SHMEM counterpart saw a 3.95× increase in performance
between the same points. On average, the Concurrent-Fence
MPI-RMA implementation saw a 3.61× increase in TEPS
per graph size increase. Comparatively, the Replicated-MPI
implementation averaged a 1.21× gain in TEPS per graph size
increase.

VI. DISCUSSION

All BFS implementations featuring one-sided communi-
cation demonstrated relatively poor performance against the
two-sided baseline. Notably, the Replicated-MPI implemen-
tation built upon collective communication calls consistently
performs as well as or better than all other versions tested.
Collective communication is common in application develop-
ment and the relative optimizations of such calls are consis-
tent performance concerns of the OpenMPI designers [23].
While the fine-grain control one-sided communication aligns
with the behavioral patterns of BFS, the results indicate
that at most scales tested, the overhead of facilitating such
communication outweighs potential gains. Despite the trans-
fers themselves benefiting from the one-sided communication
paradigm, the larger quantity of communication calls required
remains a significant contributor to the worsened computation-
communication overlap exhibited by all one-sided implemen-
tations. Replicated-MPI, on the other hand, does not attempt
to overlap the computation and communication at all, instead
benefiting solely from the minimal overhead of its collective
communication calls.

The performance implications of the increased overhead are
clearly shown in the variable core-per-node results in V-B. The
performance worsens at higher core-per-node counts due to the
increased communication requirements, while the computation
is too small to provide ample opportunity to hide the commu-
nication latency. The reverse effect can be seen as performance
increases for all implementations as the problem size grows. A
larger problem directly increases the amount of computation
per wave of traversal, granting more opportunity to overlap
said computation with the necessary communication calls and
yield increased performance. This trend coincides with the
current Graph500 rankings, which show the majority of top
performers executing on massive graphs with 240 or more
vertices [11]. For maximum performance, one should aim
for the largest problem size possible. Interestingly, this study
found that both the MPI-RMA and OpenSHMEM Concurrent-
Fence applications were capable of working with a larger
problem size than the other versions with the given hardware
constraints. The cause of Replicated-MPI’s failure to execute
at lower node counts on the Pitt CRC is uncertain due to



inconsistent behavior. The performance of Replicated-MPI on
CRC also shows a significant drop when transitioning from 32
to 48 cores per node for both graph sizes. Since Replicated-
MPI relies heavily on collective communication calls, these
findings suggest that optimal performance may be achieved
when communicating with a PE count that is a power of two.

All PSC data was gathered using half the available cores
per node as every implementation other than Replicated-MPI
was found to experience runtime errors when utilizing full
resources. A notable explanation is that the available memory
remains constant with a fixed node count. As in, each node
has a set amount of memory available, and increasing the node
count increases the total memory of the system. When the
number of nodes is held constant and cores per node increases,
the total memory remains the same, and the proportional mem-
ory per PE actually decreases. The reverse effect of decreasing
the cores per node doubled the available memory per PE on
PSC, allowing it to run successfully. Introducing better local
memory sharing and less duplicate data storage across cores on
each node could improve the hardware limitations and allow
more resources to be fully utilized. It was also found that all
one-sided versions grew in performance relative to problem
size at a much faster rate than Replicated-MPI. Since the
one-sided implementations seek performance gains through
overlapping computation and communication, it is also ex-
pected that performance grows faster than the Replicated-MPI
baseline, which utilizes collective calls with no latency hiding.
This difference in latency hiding ultimately suggests that with
a sufficiently large problem, it is expected that all one-sided
implementations will outperform the Replicated-MPI baseline
due to their computation-communication overlapping. The
remaining issue, then, is at what size would this occur, and is
it feasible to execute on the given hardware resources.

Another significant factor in communication library perfor-
mance is the machine itself. While the results found do not
necessarily match those found in [8], all of their findings
were conducted at node counts beyond the scope of this
research, using different SHMEM and MPI libraries with
different hardware and interconnects. Additionally, they do
not report TEPS, so any direct comparisons are difficult to
make. While this study utilized open standards portable to
any machine, [8] specifically targets the CraySHMEM library
on the Edison supercomputer, a Cray XC30 machine. This
library is likely well optimized for Cray specific devices in
ways that a portable standard such as OpenSHMEM cannot
match. It can be observed, however, that the MPI-RMA ver-
sions of Concurrent-Fence and Concurrent-Hash consistently
outperform their OpenSHMEM counterparts in the previous
study. Previous studies have found one-sided communication
with the MPI-2 standard to be exceptionally poor [24], but
there is limited research comparing SHMEM routines with
MPI-RMA calls from the newer MPI-3 standard. The results
in [12] demonstrate a significant improvement with MPI-3
over MPI-2, but were still outperformed by CraySHMEM
when performing different one-sided communication calls. It is
worth noting that such a benchmark study does not exist with

the specific libraries or hardware utilized in this research. One
difference between the algorithms is that the OpenSHMEM
implementations require an additional fence call to guarantee
ordering when compared to their MPI-RMA counterparts.
Since computation-communication overlap is so important to
realizing performance gains with one-sided communication
on BFS, this additional synchronization requirement of the
OpenSHMEM implementations may be a strong contributor
to the poor performance. More likely, however, is that the
system architecture and libraries featured are not optimized to
the same degree as the full-Cray hardware and software stack
featured in other studies.

VII. CONCLUSIONS

This study investigated one-sided communication for the
Graph500 benchmark by expanding on existing OpenSHMEM
research to compare with novel MPI-RMA implementations.
While one-sided communication offers fine-grain control suit-
able for BFS, the results showed that the added overhead of
facilitating such communication outweighed the benefits at
most scales tested across two different computing clusters.

The performance of the one-sided implementations was best
when there was ample opportunity to overlap computation and
communication. We demonstrated that the Concurrent-Fence
MPI-RMA implementation achieved ∼1.8× better perfor-
mance over the Replicated-MPI baseline on 32 nodes utilizing
four cores per node on Pitt CRC. As cores per node increased,
the performance of all MPI-RMA and OpenSHMEM versions
declined with increased overhead and decreased computa-
tion time per PE, restricting opportunities for communication
overlap. We also demonstrated that the performance of all
one-sided implementations scaled better with problem size
compared to the Replicated-MPI baseline. However, the prob-
lem sizes feasible to test were not sufficiently large for the
one-sided communication to outperform the Replicated-MPI
baseline. Expanding this research to even larger scales, such as
tens of thousands of PEs, could potentially illuminate differing
scalability at extreme node counts. Similarly, evaluating the
performance of each implementation with larger problem sizes
may demonstrate an interesting breaking point at which one-
sided communication consistently outperforms two-sided.

We also demonstrate that the Concurrent-Fence MPI-RMA
implementation outperformed the best one-sided reference
implementation by nearly three orders of magnitude. While
other studies show promising results with one-sided com-
munication, we find that the system architecture and library
pairing may play a significant role in expected performance.
Evaluating further with different architectures and libraries,
such as CraySHMEM utilized in [12], [24], could also result
in interesting conclusions about the impact of architecture on
the performance of one-sided communication, as many have
found SHMEM performance to excel on such architectures.
Ultimately, as interest in one-sided communication libraries
continues to grow, this research will enable informed design
decisions based on performance analysis on well-established
benchmarks.
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