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ABSTRACT

System control and the collection of analog signals are fundamental
tasks in many embedded computer systems such as are found in
automotive, communication, and sensor network domains. Often
latency is critical and FPGAs are an attractive alternative. Tradi-
tionally, external ADC (analog to digital converter) chips have been
used for analog to digital signal conversion and transfer of the digital
signals to the FPGA(s).

In large-scale quantum system experiments, the implementation
of this classic control infrastructure is a challenge. In particular, the
FPGA-based control system must work in a liquid helium environ-
ment at about 4◦K. To improve the system’s reliability, we need to
integrate multiple lanes of soft core ADC directly into the FPGA.

In this paper we propose a method of building high-speed ADCs
with time to digital converters (TDCs). The experimental results
show that the ADCs can achieve a sampling rate of 100Msa/s with
a 6-bit resolution for signals ranging from 0 to 3 V. In our design
the ADC uses primarily the ISERDES logic of a Xilinx FPGA plus
a small number of CLBs. Our design can integrate 24 lanes of
soft-core ADCs into a Xilinx XC7A100t-2csg324 FPGA.

1 INTRODUCTION

Some of the most promising research areas in physics need cryogenic
environments. These include condensed matter, superconductor, and,
in particular, quantum physics. A goal in quantum physics is achiev-
ing quantum supremacy or advantage, i.e., the ability of quantum
computing devices to solve problems that classical computers (in
practice) cannot. Quantum computing is implemented in several
different technologies, but most require working at deep-cryogenic
temperatures.

With the vast amount of research dedicated to quantum com-
puting in recent years, the search for systems built at cryogenic
temperatures has intensified. As most quantum bits (qubits) are
operating at sub-kelvin temperatures (temperature lower than 1◦K),
which are necessarily cryogenically cooled, there is a substantial
temperature difference between the temperature of the qubits and
that of the control electronics. This leads to two critical problems.
First, the wiring into the qubits’ cryogenic environment introduces
a substantial heat load. And second, the added distance increases
latency with a heavy impact on performance. Implementing control
in the cryogenic environment (at 4◦K) allows us to decrease both
the thermal load and the physical distance to the qubits.
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The implementation of a classical control infrastructure for large-
scale quantum computers is challenging due to the need for inte-
gration and processing time [9, 10]. To date, some research has
shown the feasibility of operating an FPGA at 77◦K. The focus there
is on cryogenic digital data links for physics experiments. Xilinx,
Microsemi, and Altera/Intel FPGAs are fully or partially operational
at 77◦K. There are also several designs that use the FPGA operating
at 4◦K as quantum controllers [2]. In Xilinx FPGA product line, a
Spartan 3 and (recently) an Artix 7 were shown to work at 4◦K [3].

A recongurable cryogenic platform (in Figure 1) for the classical
control of quantum processors has been proposed [8]. In this system,
we need a DAC to send a wave as a control signal to manipulate the
Quantum Processor. The processor then returns a signal carrying the
information processed. Because of time and energy consumed in
cooling cycles, the architectures should be reconfigurable. FPGAs
or CPLDs are therefore appropriate [5].

At room temperature, FPGAs are often used as the digital con-
trollers due to their performance, small size, integration, and flexibil-
ity [2, 6]. ADCs and DACs generally work with FPGAs as external
devices. But if an external ADC chip is used, that part of the circuit is
necessarily fixed and cannot easily be changed. If additional devices
are required, the size of system increases requiring extra connectors
and PCBs and overall system power. This direct approach is not
always preferred, because it has limited scalability and flexibility
and sometimes cannot achieve desired compactness.

A better approach in those cases is to integrate a hard ADC
primitive into the FPGA. Xilinx includes an on-chip ADC (XADC)
in some of its 7-series FPGAs. The main short-coming of this
solution is that the ADC has fixed parameters and cannot be used in
cryogenic platforms. Also, this approach takes away die area.

Another solution, that we explore here, is an ADC implemented
directly into reconfigurable hardware, which can then be used as
any other IP. The advantages of this approach include having the
digital information directly available inside the FPGAs allowing
faster processing of the digitized data. Moreover, an internal ADC
can be interfaced easily and flexibly allowing the designer to adjust
the number of ADCs to the requirements of the application. A soft
core ADC in FPGA is proposed in [3]. In this architecture, an
LVDS transceiver is used as a comparator and two time-to-digital-
converters (TDCs) are used to convert the signals. Except for a small
single resistor, needed to create the analog reference ramp, the ADC
is implemented completely in the FPGA. In this way the number of
I/O pins can be reduced.

The TDC core is the most important part of this design. Usually
TDCs in FPGAs consist of a delay chain implemented with a carry
chain. The delay of each link of the carry chain is 18 22ps, so high
precision is possible. But carry chain logic is limited – when a large-
scale system is needed, a single FPGA cannot meet the requirement.
In comparison with ASIC ADCs, FPGA TDC-based ADCs have
the usual disadvantages. However, ASIC ADCs have a performance
limitation at cryogenic temperatures: there are significant changes
in analog behavior of the various components.
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In this paper, we propose a new method of implementing TDC-
based ADCs, which can reduce the temperature and voltage influence
and substantially improve ADC integration. We use the ISERDES
logic to implement a multi-phase clock TDC. The delay of the TDC
is determined by the clock period phase. In our design, the only
required is I/O; the number of ADCs we can integrate into a single
FPGA scales with the number of I/Os.

The remainder of this paper is organized as follows. In section 2,
we give background about the problem and provide motivation. In
section 3, we review previous work on ADCs in FPGAs, both soft
and hard core. In section 4, we present the architecture of our soft
core ADC with ISERDES TDC. Finally section 5 reports the area
consumption and performance of the design.

2 BACKGROUND AND MOTIVATION

Building semiconductor quantum chips is one of the most impor-
tant research projects in the world. Generally, the qubits operate at
20mK 100mK due to thermal noise, and the qubits sample driven by
an external direct current (DC) power source cross a large tempera-
ture difference of about 300K [7]. In quantum systems (in Figure 1,
the waves indicate logic messages like add and subtract. The combi-
nation of different amplitude, phase, and frequency can encode the
compute messages. There are two signal components that work at
room temperature: signal generation and signal analysis.

Signal generation consists of MW pulse AWG and microwave
generator. The final signal is mixed by the microwave and DAC
signal. The mixed signal (reference input signal) is transferred to
the qubit system in 20mK across several attenuators and a DC block.
The reference signal and the feedback signal from the qubit system
are sent to the circulator. The return signal is transmitted to the
signal analyzer.

Signal analysis consists of two ADCs, three filters, two mixers,
and a microwave generator. The return signal comes from 20mk and
passes through the high electron mobility transistor (HEMT), which
works at 4K. Finally, the signal arrives at the signal analyzer at
room temperature. Because of the attenuation in the reference signal
input circuit, the signal must be amplified at room temperature.
In this system, there is a long-distance transmission over a huge
temperature difference. This adds clutter into the signal and make
the system unstable. Use of filters is therefore significant. The signal
is divided into I and Q and sent to two ADCs through two filters in
each channel.

In order to build a feedback loop in this system, it takes a long
time to transmit the signal making it difficult to correct the error.
The coherent time of the qubit should be short enough to support
data loopback. And the transmission and and calculation times are
strictly limited. Thus a cryogenic digital or analog circuit, which
receives data and sends control signals, can solve almost all of these
problems.

In quantum computing system, each physical qubit always works
at sub-1K temperature and requires a classical control loop capable
of reading the qubit state and sending a signal to control system
based on those decisions. If we want the loop system to be effective,
the feedback loops should perform a complete correction cycle faster
than the coherence time of the physical qubits. That time, however,
depends on the qubit technology and system and varies from us to
ns.

This requirement implies that the classical control systems need
to be in the us for measuring, calculating, and correcting a physical
qubit state message within those time frames to feed back the control
signal. With the increasing scale of quantum systems, more data
must be processed in a single time frame. So the system control
units must be smaller enough physically.

The hardware infrastructure will most likely be implemented in a
micro-architecture which works at cryogenic temperatures. So the
hardware must be close to the qubits and easy to control. Because of

Figure 1: Overview of quantum experiments

the cryogenic environment, the hardware should be programmable
and reconfigurable to reduce the time and power consuming cooling
cycles. Due to the reconfigurable requirement, the reasonable choice
is an FPGA or CPLD based on CMOS.

The most important part of the system is sampling component
including the ADC. In this paper, we focus on the architecture of the
ADC based on FPGAs. We can use ADCs independently to measure
and calculate the signal. Then the data, which we focus on or need,
is sent to the host computer operating at room temperature. We
can therefore understand the FPGA behavior by testing the signal
transferred from the cryogenic condition.

To date, the ADCs based on FPGA utilize the general resource
with multiphase clock TDCs or the carry chain with tapped TDCs.
The tapped delay TDC has high time accuracy and flexibility. But
it uses a carry chain to achieve high time accuracy which is limited
to single FPGA. Also, the performance of the TDC varies sharply
with temperature and voltage changes. To improve the level of
integration, we propose a multiphase clock TDC with ISERDES
to replace the original tapped TDC. Another advantage is that the
ISERDES is stable with temperature and voltage changing, which
makes the system operate better at cryogenic temperatures.

3 RELATED WORK

The architecture of control electronics of quantum devices is pro-
posed by Homulle, et al. [4]. The system consists of multiplexers
and demultiplexers which could be integrated with qubits, ampli-
fiers, attenuators, ADCs, DACs, converting mixers, oscillators, and
reconfigurable digital logic. In our work, we are mainly concerned
with the ADC architecture.

The quantum feedback system works as a loop. First, the analog
signals coming from the qubits are converted to digital through the
ADC on FPGA. Then the data can be analyzed and calculated to
get the real qubit state and to measure the offset of the system. To
reduce the resource consumption, the return signals are generated
directly by the FPGA or DACs.
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Figure 2: Comparisoin of two TDC architectures

There are several challenges to getting FPGAs to operate at cryo-
genic temperatures. First, is the effect of power dissipation on the
cooling system. The power requirement is therefore more strict
because of the limitations in refrigeration technology; added power
makes the cryogenic environment unstable. Then, the digital inte-
grated circuits must be carefully test in the extreme environment.
Before the FPGA is tested at cryogenic temperatures, the platform
must be tested in liquid helium directly. Finally, the cooling system
power should be maximized.

We now describe how to implement the physical platform. The
system needs a special printed circuit board (PCB) for cryogenic
conditions. In the PCB, there are passive components and connec-
tors around the FPGA. Those components must be able to reliably
survive cooling cycles. Moreover, they need to work without per-
formance degradation. The key is choosing a minimal number of
discrete components certified for operation over a temperature range
which is wider than industrial and military standards. The most
important challenge is how to properly operate FPGAs at cryogenic
temperatures. Since we have no control over its manufacture, the
issue is one of characterization.

Previous work implementing ADCs on FPGAs is based on delta-
sigma modulators [1]. In this architecture, the pulse is generated and
compared with the analog signal using a feedback loop. However,
this approach is only capable of detecting changes of input analog
signal rather than its absolute value.

Another approach to implement ADCs with a TDC uses a slope
scheme. The design of Wu, et al. [11] is implemented using a re-
duced number of external devices. The reference ramp is generated
by the passive edge of RC an network (3 resistors and 1 capacitor).
The comparators use the differential inputs of the FPGA and sig-
nals are digitized by TDCs. The performance of this approach is
very limited, and the level of integration and compactness cannot
be improved because of the number of components which are not
implemented on the FPGA.

Homulle and Charbon propose an ADC solution using FPGAs [3].
They use an analog reference ramp to compare with the signal to
be measured. Then the TDC gets the clock domain signal which is
compared by the LVDS. They use a clock generator to divide the
clock into six phase and then use these six clock signals in different
phases to collect analog signal data. Combining the six results, they

Figure 3: System Overview

can achieve high speed and highly precise ADC [4]. They also tested
this approach in a cryogenic platform, getting a good result.

TDC has been used for low cost, highly precise, high-speed
converters in FPGAs. There are two ways to implement them; both
are based on the same principle. The TDC has two sub-modules:
the flip-flops used to sample the signal and counters to record the
accurate time. The maximum frequency of the system limits the
TDC sampling clock period. So the main problem designers have to
face is how to reach a time resolution better than the clock frequency.
To improve TDC performance, a modified sampling unit is used,
rather than a single flip-flop, to reduce the least significant bits
(LSBs).

In the first method, several flip-flops are driven by the same clock
to sample the hit signal which has been delayed by the tapped delay
chain. The arrival time of the signal to every flip-flop is same. The
difference between each flip-flop is the delay time. By analyzing
the output of all flip-flops, the data module can calculate the time
between the start and stop signal. This architecture best minimizes
RMS error of the TDC, it is only 10ps, but it is hard to implement in
FPGAs due to the delay taps using the carry chain. The delay time
is seriously affected by variations in temperature and voltage.

The second method uses a multi-phase clock architecture: the
input signal is sampled with a flip-flop driven by a set of phase-
shift clocks. Those clocks are generated by a phase-locked loop
(PLL) inside the FPGA, so the skew of every clock is stable with
temperature and voltage changes. As with the first method, output
of the flip-flops indicates the time of the hit signal. This architecture
uses distributed flip-flop in FPGA to build the ADC. And it requires
that the routing delay of the clock to flip-flop be the same. However,
this is hard to achieve with distributed flip-flops. The traditional
multi-phase clock TDC is not good for use.

Compared with the carry chain TDC (see Figure 2), the mul-
tiphase clock TDC provides a higher level of integration. Xiang
describes a new architecture of the multiphase clock TDC, which
shows better RMS error compared with the traditional multiphase
clock TDC [12]. Unlike traditional multiphase clock TDC, this ar-
chitecture integrates the sampling unit in an I/O tile pin pair (positive
and negative pins), instead of implementing it using general FPGA
resources.

With the method mentioned above, our work can integrate more
TDC in single FPGA. So it is possible to instance more soft-core
ADC in the chip. This meet the requirement of quantum computing
application.
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Figure 4: FPGA-based ADC

Figure 5: ISERDES flip-flop

4 ARCHITECTURE

4.1 ADC System Architecture

The architecture, which is depicted in Figure 4, is composed of an
external resistor, a comparator, and a TDC module. The LVDS
transceiver, acting as a comparator, can compare two analog signals
with a pair of differential signals. The two TDCs are used for
the time measurement. The mixed-mode clock manager (MMCM)
provides multiphase clocks for TDC and Vout for the reference ramp.
All the clocks in the TDC are generated by single phase-locked loop
(PLL), so they share a same routing delay from PLL to TDC.

First, the MMCM receives an input 100 MHz clock (from an
external source) and provides a high-frequency clock signal Vout
that charges and discharges the RC circuit consisting of an external
resistor Rre f and the input capacitance Cint of the LVDS input buffer.
The frequency of Vre f determines the sampling rate.

Next, the LVDS input buffer is used to compare the analog input
signal Vin with the reference analog signal. This is the same with
the Homulle design [3]. But because of the new TDC approach, we
use another LVDS input buffer to compare the signal exporting a
pair of differential signals. So the differential signal ’1’ at the output
of input buffer is generated as long as the reference voltage is higher
than the analog input. The actual conversion to a digital code is
performed by TDCs.

Two TDCs are added to measure the rising and falling edge of the
compared signal. In our design, the multiphase clock TDC consists
of a sampling unit and (shown in Figure 4) a data synchronization

Figure 6: TDC Implementation

Figure 7: Timing diagram of ADC code. The reference clock signal at
the top is used to generate VRef.

unit. The TDC operates at 800Mhz, enabling a pair of differential
ISERDES blocks. We only use the I/O block to build the TDC so it
reduces the overall FPGA logic utilization. With 1/8 clock period
precision, we can cover a whole clock period. The ISERDES output
is then latched and decoded to a binary value in the decode module.
The decoder also runs at 800Mhz.

Using traditional way, the sampling rate for this system can not
higher than the maximum clock frequency of FPGA. To reach a
higher sampling rate, we use the multiphase clock method to build
TDC module and the module works on the maximum clock fre-
quency of FPGA chip. Each clock is routed to a resistor and changed
to a reference ramp at the LVDS input. So the sampling rate can
reach the clock frequency.

Outside of the FPGA is an external resistor Rre f used to generate
the reference voltage. The system therefore has three inputs and
two outputs. The waveforms representing the timing diagram of the
system are depicted in Figure 7. The clock signal drives the overall
operation of the circuit. It is used to capture input data and drives
the output signal Vout connected to the RC network, generating a
reference ramp.

4.2 TDC Structure
In the TDC, the sampling unit is based on the multiphase clock
architecture and uses 8 equidistant phase-shifted clocks to collect
the hit signal. The data synchronization unit then synchronizes the 8-
BIN code to a slow clock domain. The different clocks are generated
by the MMCM.

The sampling unit based on the I/O Tile is the most important
part in TDC. So we use dedicated logic in the Xilinx I/O Tile, which
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Figure 8: Verification-System

has two dedicated serial-to-parallel converters (ISERDESes). The
system shown in Figure 6 consists of a differential input buffer with
complementary output (IBUFDS DIFF OUT) and two ISERDES.
The IBUFDS DIFF OUT connects the P and N pins on the FPGA
and complementary outputs into FPGA (P-side and N-side). An
ISERDES on P-side and N-side connect the respective hits.

There are two clock domains, the high frequency sampling clock
and a slow clock for output. The frequency in sampling clock is
8 times faster than the slow clock. The sampling unit works in
the sampling clock domain while the encoder works in the slow
clock domain. The data synchronization unit crosses the two clock
domains and encodes the 8-BIN code from the sampling clock to
the data clock (slow clock domain).

The ISERDES is a dedicated serial-to-parallel converter with
specific clocking and logic features. Using ISERDES rather than
distributed flip-flop avoids the additional routing timing complexities
[13]. The ISERDES is configured in oversample mode, which is used
to capture two phases of DDR data. In this mode, the ISERDES
has two clock input ports, CLKB and OCLK, with a 90◦ phase
difference between them. It collects input data on both rising and
falling edges of the two clocks [12].

Figure 5 shows how an ISERDES samples hit signals and syn-
chronizes the data to the clock. Two ISERDES can be considered as
8 equidistant phase-shifted clocks TDC, with two 90◦ phase shifted
clocks. The output code is the BIN code. Because the frequency
of the sampling clocks is 8 times higher than the data clock, the
resolution of the BIN code is 64 times better than the coarse time.

4.3 Implementation

The most important system component is the TDC. The input signal
of the TDC is generated by an input differential buffer. The buffer
compares the reference ramp generated by an RC circuit and the
unknown analog signal and exports a differential hit signal to the
TDCs. The time of signal delay to ISERDES is then equivalent. The
value in the flip-flop block on the ISERDES is sampled by the multi-
phase clock generated by a single PLL. The timestamp measured
in this way is converted into BIN-code. However, the frequency of
the clock is too high, so that the design needs to use a slow clock to
drive the buffer to store the code. We then use a slow clock to send
the data out.

The main reason for us to use ISERDES is that the delay of the
input hit signal to the buffer is the same. So the problem of the
multi-phase clock TDC is solved. The precision of TDC BIN width
is decided by the clock precision. In our design, the BIN width is
156ps.

To add ISERDES to projects, we add a fixed I/O pin to collect the
reference signal and the analog signal. To ensure performance, best
performance is achieved by manually placing the ISERDES. This
reduces clock domain crossings.

4.4 System Verification
To evaluate the ADC’s and TDC’s performance, we need a given
analog signal whose frequency, phase, and voltage can be adjusted.
The verification system is shown in Figure 8.

First, we simulate the system in Modelsim so the analog signal
is generated by Matlab and driven by a 200Ghz clock. Because the
frequency of drive clock is much higher than the sampling clock,
we can use it to generate the data which should be compared by the
LVDS.

We then use Modelsim to simulate the ADC system with the com-
pared input signal. The input signal is driven by the 200Mhz clock
signal. And the data generated by Matlab, which is comparative
results between the Vout and analog signal, should synchronize with
the first sampling clock. After the signal is sampled by the TDC, the
8 BIN-code is decoded and output to Matlab.

Finally, Matlab collects the data and plots the figure with the
analog signal. We can then calculate the ADC parameters with the
adjusted analog input.

5 EXPERIMENTAL RESULTS

5.1 Experimental Setup
Several parameters are used to evaluate the performance of ADCs:
differential nonlinearity (DNL), integral nonlinearity (INL), and
signal to noise and distortion ratio (SNDR). DNL and INL determine
the TDC performance.

DNL indicates the maximum deviation between measured digital
code with the theoretical code, which can be calculated by a statis-
tical test. For ADC, DNL test is used to measure the voltage code.
For TDC, DNL test is used to measure timestamps BIN-width. In
the TDC test, the timestamps of a large number of random hits are
measured. The hits are then plotted in a histogram. Since the theoret-
ical number is known, the DNL can be calculated. In the ADC test,
non-linearities can be calculated in different ways. One effective
way is to compare the ideal and the measured curves. Another is to
select measurement points over the input range. A ramp that exceeds
both the positive and negative ADC input range is generated. The
results in each bin are summed to compute the ADC density.

INL indicates the maximum deviation between whole-system
measured value and the real value. For TDC module, INL test is
the time deviation at one measurement.For the whole ADC design,
INL test is total voltage difference, representing how ADC works at
one measurement.Usually, we add all the DNLs of each ideal code
to calculate the INL. In simulatation, the main contributors to DNL
and INL are delays of the ISERDES and the clock distribution. The
placement of the delay line is essential to avoid the bad situation
which exhibits higher non-linearities and lower resolution.

AC measurement is needed to calculate the SNR. We need to
simulate an external fixed AC signal. Using an FFT, the frequency
domain plots are created in Matlab showing the frequency compo-
nents in the input signal. We can then measure the SNR from the
intensity of the fixed AC signal and the noise. From the SNR, the
effective number of bits (ENOB) can be calculated.

ENOB =
SNR−1.76

6.02
(1)

5.2 Utilization
Given the application for our ADC, a small low-cost FPGA is most
appropriate (Artix7[13] XC7A100T-CSG324) to simulate whole
system performance. The utilization report for this 24 channels
ADC is listed in Table 1. The power consumption, reported by
Xilinx XPower Analyzer, is 453mW.

5.3 Performance
The test system is simulated with Modelsim and Matlab. The sam-
pling clock of the ADC is 800MHz, while the input signal is sampled
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Table 1: Utilization Report

Used Available Percentage
Num of Slice Reg 185 126800 0.15%

Num of Slice LUTs 122 63400 0.19%
Num of LUT-FF pairs 104 203 51%
Num of bonded IOBs 48 210 22%

Num of
BUFG/BUFGCTRLS 7 32 21%

BRAM 0 240 0%
DSP Slice 0 270 0%

Figure 9: BIN and DNL result

with 8 clocks in one period. We use a density test to determine the
DNL of ADC system (shown in Figure 9). Using an FFT (shown in
Figure 10), in the frequency domain we can calculate the SNR and
ENOB. The SNR is 24.3dB so the ENOB is 3.8bits.

5.4 Design Variations

This design shown can only meet the requirements of the target
application shown. But a set of parameters can be varied, the most
important of which are sampling rate, resources used, and voltage
range.

Sampling rate: Reducing the sample rate to 100MSa/s makes the
resolution 6 bit. A sample rate of 50 MSa/s adds an additional bit.

Resource utilization: To increase the resolution, our design need
to divide clock phase into smaller pieces. This method requires more
ISERDES primitive.

Voltage range: The input voltage range (0-3V) can be changed by
the output drive strength and the external resistor value. Increasing
the drive strength and decreasing the resistor value can improve the
input voltage range.

6 CONCLUSION

In this paper, we propose a method of building high-speed ADCs
with time to digital converters. Using the Xilinx FPGA’s ISERDES
logic resource, we can integrate 24 lanes of soft-core ADCs into

Figure 10: SNR result

single FPGA. While previous work only instance 6 channels of soft-
core ADCs in the same FPGA. In our work, the ADC can achieve a
sampling rate of 100Msa/s with 6-bit resolution.
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