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Presenter
Presentation Notes
Here is the outline of today‘s presentation. We will first have introduction and background. And then, we will see what is the motivation for this project. Also we will go into the details of our system, follow by the system evaluation.
Let's just start with the introduction and background





Deep Learning is Reshaping Our World

Self-Driving Cars Face Recognition

Automatic Language TranslationVoice Controlled Assistance
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Presentation Notes
Over the past decades, deep learning has reshaped many aspects of our life. 
There are many well-known applications , such as self-driving cars, face recognition, voice controlled assistance, automatic language translation.
These applications are all powered by deep learning, you have to use the training data to train a good model, so that it can be introduce to the public. These applications of deep learning makes our life more intelligent and more convenient.



For example, you may have heard about self-driving cars. face recognition, which we might use in our everyday life, on our cellphone, or door lock system. The machine will learn from large amount of images and recognize different face. and  Deep learning also be used for voice controlled assistance, like siri, You can tell the siri what ever you want to do, and it will assist you. In this case, the computers can learning from the audio to recognize what instruction you give to them. And the automatic machine translation, it basically can translate one language to other languages like convert english to chinese. This just few examples and there are many many other applications of deep learning in our daily life. Deep learning really makes our life more intelligent and more convenient.



Training process of Deep Learning

AlgorithmTraining data Parameters Test data

Evaluation: Loss function (predefined)

Target: Global minimum

e.g. Variational Autoencoders (VAE) : Reconstruction Loss

Convolution Neural Network (CNN) : Cross Entropy
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Error-tolerated DL application
Face recognition

Does not need to achieve 100% accuracy

Assumption:
Users can tolerate a certain 
level of error rate

Photo classificationHand pose estimation

5／25



Limited Resources on the Cloud
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Although, the cloud has more resources than a local machine, it doesn’t mean the available resources on the cloud is unlimited.
the Cloud is a multi-tendency system, it is shared by more users.
Considering large amount of various computing jobs, If we have many deep learning training jobs running concurrently, they will still need to compete for the resource.




Cloud is a multi-tendency system. Because cloud is shared by more users, concerning about concurrent jobs, the cloud resource is still limited. You still need to compete for the resource on the cloud. 
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Now we know deep learning is very important for our life, and we know deep learning training process is resource intensive, then let’s see what is characteristic for training a deep learning job. 




Motivation
Achieves its largest reduction at 20% of the time

Achieves its largest reduction at 60% of the time

Allocate less resource & shift resource to other learning tasks
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Trade-off relationship

developerclient

Higher 
accuracy

Cheaper
cost 

Two-tier target
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Assumption:
Users can tolerate a certain 
level of error rate



Two-tier target
<Acceptable, Objective>

The maximum error rate of  
loss which client can accept

The value of loss which developer satisfy

Acceptable

Allocate less resource & shift resource to other learning tasks

objective

Terminate the task & release  resource
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Presentation Notes
Now we have the Objective of our project  , let’s get into the details of flowcon system



TRADL Modules

Client 
Request

Manager Worker

Request 
Analyst

Acceptable

Objective

System Scheduler

Active DL 
Job Pool

TRADL Allocator

Acceptable

Objective
Training 
Tracker

「Interact with clients and assign tasks to the workers」「Execute the tasks and generate the results」

「Control the resource allocation globally & 
label the training job with Acceptable and 
Objective 」
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Resource Assignment Algorithm

Acceptable Objective

Allocate less resource & shift resource to other learning tasksTerminate the task & release  resource

1. Resources consumed by other processes Using resource < 𝛼𝛼 * Total Resource

Free competeOne job
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Resource Assignment Algorithm

Acceptable Objective

Multi jobs

Acceptable

Objective

Allocate less resource to RNN-GRU 

All jobs reach acceptable Free compete

Terminate MNIST
Terminate RNN-GRU

1. Resources consumed by other processes Sum of using resource < 𝛼𝛼 * Total Resource

Free compete
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After we build flowcon system, We evaluate it with intensive experiments



System Evaluation

• Implementation
• Docker Community Edition (CE) 17.09.0-ce

• Platforms
• Docker
• NSF CloudLab

• R320 physical node
• 16 CPUs (Intel(R) Xeon(R) CPU E5-2450 0 @2.10GHz)
• 16GB Memory with Ubuntu 16.04.3 LTS

• Workload
Model Loss Function Two-tier Target

Variational Autoencoders (VAE) Recon. Loss 120, 110
Convolution Neural Network (CNN) Cross Entropy 0.3, 0.25

Gated Recurrent Unit (GRU) Quadratic Loss 0.01, 0.008
Long Short-Term Memory (LSTM-CFC) Softmax 0.02, 0.015
Long Short-Term Memory (LSTM-CRF) Squared Loss 10.5, 10.2

Bidirectional-RNN Softmax 0.6, 0.5
Recurrent Network (RNN) Softmax 0.55, 0.5

Dynamic RNN Softmax 0.15, 0.1
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Our platform is Docker, and we evaluate the system on the National Science Foundation cloudlab (全称)




System Evaluation
• Evaluation scenarios:

1. Acceptable Only: < Acceptable, _> (denoted as AO)
2. Full two-tier Target: < Acceptable, Objective> (denoted as FT)
3. No Algorithm: <_, _> (denoted as NA)

• Evaluation metrics:
1. Acceptable and Objective time: the time cost that each job 

achieve the two-tier target.
2. CPU Usage: the CPU usage for the deep learning applications
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Acceptable and Objective time
• Acceptable Only

15.31s (AO) V.S. 16.32s (NA)
TRADL does not do anything other than monitoring active 
jobs until the first job reaches Acceptable. Thus, the cost 
time is very similar.

Reduce time by 29.1%
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Acceptable and Objective time
• Full two-tier Target

The interval between Acceptable and Objective is very 
short. Therefore, the time cost is close.

Reduce time by 48.2%: 428.35s to 221.94s
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CPU Usage

NA TRADL

Job1 reaches Acceptable, 
TRADL allocates less 
resource.

Job1 reaches Objective,
TRADL terminates job1.

TRADL terminates job4 as
well.

Job3 utilize more resource
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Scalability
• Acceptable and Objective time

Largest reduction: 30.7% (from 762.9s to 649.2s）

Average reduction: 17.2%
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Scalability
• CPU Usage

NA TRADL

Job4 and Job9 utilize more resource than NA. 

The whole process is accelerated. 
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Conclusion

• Based on the assumption that users can tolerate a certain level of 
error rate, we develop TRADL, which dynamically updates the 
resources configurations while the jobs are running to accelerate the 
training process.

• TRADL shows a significant improvement on the time cost of achieving 
the targets, and the largest reduction is 48.2%.
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Thank you!
Q&A
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Thank you! That is all for today’s talk.
Any question?
How to choice parameters?

Take a look at the paper!!!!
FlowCon utilizes a
fixed parameter setting,
we also have plan to explore parameter tuning
strategies in our implementation that each job can discover its
own α, to further improve the resource assignment for the system.





Currently, we have integrated FlowCon into the Docker platform.
Our future work lies in extending our system model to more 
complex computing environments. Moreover, as 



Question:
Why you say growth efficiency may bounce but loss is unlikely bounce?
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