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INTRODUCTION

• High-performance computing (HPC) 
– Perform research activities through computer modeling, simulation, and analysis.
– Large volumes of data, reaches exabyte range

• Periodic checkpointing (checkpoint/restart)
• Post-simulation data analysis

• File systems in extreme-scale systems
– Limited storage space and I/O time, e.g.:

• 170 TB of CESM data is being produced by CMIP5 project
• n*PB data will be generated for upcoming CMIP6 experiments per entire run
• Yellowstone (supercomputer): tens of PB of centralized file system and data storage
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SCIENTIFIC SIMULATION FRAMEWORKS (HPC SIMULATIONS)
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INTRODUCTION

• Data Reduction/Data Compression
– Lossless Compression: 100% of data fidelity (fully invertible, 1:1 copy), but not able 

to achieve appreciable data reduction (GZIP, BZIP, etc.)
– Lossy Compression: high compression ratio, but error introduced (SZ, ZFP, etc.)

• Floating Point Data Compression (Scientific Simulations)
– e.g., double precision
– High precision on reconstructed (decompressed) data
– Randomness
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DATA REDUCTION/DATA COMPRESSION
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LOSSY COMPRESSION TECHNIQUES FOR SCIENTIFIC DATA
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INTRODUCTION

• Understanding Errors
– Scientific data can tolerate a certain amount of accuracy loss 
– Errors are inherent in scientific simulations (generated from inaccurate scientific 

sensors)

• Study by Tao et al.: A comprehensive study of lossy compression on HPC datasets
– Examined the impact of reduced accuracy on scientific data analysis frameworks. 
– In-depth understanding of the benefits and pitfalls (lossy compression)
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ANALYSIS OF TRANSFORM-BASED LOSSY COMPRESSION

• Discrete Data Transform (DCT, HWT, CDF 9/7, etc.)
• Decorrelation (vs. time domain)
• Energy Compaction Property

– Energy of a signal

– Energy Compaction Rate (ECR)
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TRANSFORM-BASED LOSSY COMPRESSION
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ANALYSIS OF TRANSFORM-BASED LOSSY COMPRESSION

• Estimation of Energy Compaction on Various Transform
– Real-world HPC datasets
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ENERGY COMPACTION BASED COMPRESSION ALGORITHM
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• Block Decomposition with DCT

• Energy Compaction based compression algorithm
– Compression with a fixed energy compaction rate (ECR)
– Compression with an optimal energy compaction rate (ECR)

DCT (DISCRETE COSINE TRANSFORM)- BASED LOSSY COMPRESSION
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COMPRESSION WITH A FIXED ENERGY COMPACTION RATE
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• Fixed Energy Compaction Rate (ECR)

• Find top dominant block coefficients
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COMPRESSION WITH AN OPTIMAL ENERGY COMPACTION RATE
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• Spline Fitting

• Kneedle Algorithm
– Knee-point
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• Spline Fitting
– 1D interpolation
– Polynomial interpolation

COMPRESSION WITH AN OPTIMAL ENERGY COMPACTION RATE

Presenter
Presentation Notes
Showing only one or two, and describe in details!!! Major results (all, remain)
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APPROXIMATION & ENCODING
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Adjustable error-controlled quantizer
• Equal width binning
• Approximate as bin’s center value
• Fixed error bound

Encoding
• Dominant coefficient
• Approximation: bin center values
• Bin indices (and QT)
• Lossless add-on

Presenter
Presentation Notes
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EVALUATION (EXPERIMENTAL SETUP & APPLICATIONS)
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• Conduct on Massachusetts Green High Performance Computing Cluster (MGHPCC) 
• 6 real-world scientific datasets 

– rlds, mrsos, cellular, sedov, vortex, eddy
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EVALUATION (SCHEMES & METRICS)
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• Rate-Distortion
– Bit-rate (smaller bit-rate 

represents higher compression 
ratio)

– Distortion: PSNR (higher 
PSNR represents less error)

• Evaluation Schemes
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COMPARISON BETWEEN FIXED AND OPTIMAL ENERGY COMPACTION RATES

EVALUATION
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• A1→A1_B 
PSNR↑ 15.8dB

• A2_interp1d_B→A1_B
PSNR ↑2.46dB 
(mrsos, 6.49dB)

• 5.5 bit (~99% Energy)
• 6.67 bit (~97% Energy)



Learning with Purpose

RATE-DISTORTION AND BLOCK SIZE

EVALUATION
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SPLINE FITTING

EVALUATION
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Total number of coefficients (on average) used in each block

Average energy compaction rate (%)
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CONCLUSION

• We analyze different transforms by exploiting their energy compaction property. 
By finding an optimal energy compaction rate based on our knee detection 
algorithm, our compression technique can acquire the best trade-off solution 
between information loss and compression rate.

• Specially, on average, only 6.67 bits are required to preserve an optimal energy 
compaction rate on our evaluated datasets. Our knee detection algorithm improves 
the distortion in terms of peak signal-to-noise ratio by 2.46 dB on average.
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THANK YOU
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