
Federal Aviation
Administration

Adam Gjersvik 

MIT/LL

A Parallel Simulation 

Approach to ACAS X 

Development

DISTRIBUTION STATEMENT A. Approved for public release. Distribution is unlimited.

This material is based upon work supported by the Federal Aviation Administration under Air Force Contract No. FA8702-15-D-

0001. Any opinions, findings, conclusions or recommendations expressed in this material are those of the author(s) and do not

necessarily reflect the views of the Federal Aviation Administration.

© 2019 Massachusetts Institute of Technology.

Delivered to the U.S. Government with Unlimited Rights, as defined in DFARS Part 252.227-7013 or 7014 (Feb 2014). 

Notwithstanding any copyright notice, U.S. Government rights in this work are defined by DFARS 252.227-7013 or DFARS 

252.227-7014 as detailed above. Use of this work other than as specifically authorized by the U.S. Government may violate any 

copyrights that exist in this work.

This document is derived from work done for the FAA (and possibly others), it is not the direct product of work done for the 

FAA. The information provided herein may include content supplied by third parties. Although the data and information 

contained herein has been produced or processed from sources believed to be reliable, the Federal Aviation Administration 

makes no warranty, expressed or implied, regarding the accuracy, adequacy, completeness, legality, reliability, or usefulness of

any information, conclusions or recommendations provided herein. Distribution of the information contained herein does not 

constitute an endorsement or warranty of the data or information provided herein by the Federal Aviation Administration or the 

U.S. Department of Transportation. Neither the Federal Aviation Administration nor the U.S. Department of Transportation shall 

be held liable for any improper or incorrect use of the information contained herein and assumes no responsibility for anyone’s 

use of the information. The Federal Aviation Administration and U.S. Department of Transportation shall not be liable for any

claim for any loss, harm, or other damages arising from access to or use of data information, including without limitation any 

direct, indirect, incidental, exemplary, special or consequential damages, even if advised of the possibility of such damages. The 

Federal Aviation Administration shall not be liable for any decision made or action taken, in reliance on the information 

contained herein. 

978-1-5386-6854-2/19/S31.00 2019IEEE



Federal Aviation
Administration

2

Collaborating Organizations



Federal Aviation
Administration

3

Outline

• Background on Collision Avoidance Systems

• System Specification & Algorithm Development

• Parallel Simulation Approach

• Performance & Simulation Results

• System Characterization

• Conclusions



Federal Aviation
Administration

4

Next Generation Airborne Collision 

Avoidance System (ACAS X)
• FAA program since 2009

‒ Improve safety & unnecessary alerts

‒ Support reduced separation 

operations

‒ Extend collision avoidance to UAS

‒ Streamline development process

• Lincoln Laboratory leading:

− Threat logic 

− Surveillance and tracking 

− Maneuver coordination

− Flight test planning

Next Generation System

Improved and flexible

threat logic

Dynamic

Uncertainty

State

Uncertainty

Additional 

Surveillance

Sources

0 0 0 0 0 1 0 1 0 1 0 1 1 0 

0 0 0 0 0 1 1 1 0 1 0 1 1 0 

1 1 1 1 1 0 0 0 1 1 0 0 1 1 

1 0 1 1 0 0 0 1 1 0 1 1 0 0 

1 1 1 1 0 0 1 1 1 0 1 1 1 0 

1 1 0 1 1 0 1 0 1 0 0 1 0 0 

0 0 1 1 0 0 1 0 1 1 1 1 0 1 

1 1 1 1 0 1 1 0 0 1 0 1 1 1 

1 0 0 1 1 1 1 1 1 0 1 1 0 1 

1 0 1 0 0 0 0 0 1 0 0 0 1 0 

1 1 1 0 1 1 0 0 0 1 0 1 1 1

Standard 

Interface
ACAS X supports future airborne 

collision avoidance requirements 
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ACAS X Modular Architecture

Threat Resolution 

Module (TRM)

Processes target information 

from STM to provide evasive 

maneuver  command to pilot 

if necessary

Surveillance and 

Tracking Module 

(STM)

Surveils nearby aircraft 

and provides TRM with 

tracked target data

Interrogation/Reply

Automatic 

Dependent 

Surveillance –

Broadcast (ADS-B)

Electro-Optical

Primary Radar

Potential 

Surveillance Sources
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Surveillance and Tracking Module (STM)
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System Specification with

Executable

Open source

Extensive type system

Julia Characteristics

Readable and concise syntax

Useful abstractions

 Interactive command line

High performance

Platform independent results

Julia meets the requirements of an improved specification language

• FAA need for rapid development of 

ACAS X system algorithms

• A high-performance executable 

specification language allows rapid 

testing and verification

• Julia provides specification and rapid 

prototyping in one language
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Computational Resources

Intel Xeon CPU 

E5-2683 v3

AMD Opteron 

Processor 6274

Intel Xeon 64 

Core

Cores per Node 28 32 64

Clock Speed 2.0 GHz 2.2 GHz 1.3 GHz

RAM per Node 256 GB 128 GB 192 GB

User Allocation 1024 cores 1024 cores 8072 cores

• Lincoln Laboratory Supercomputing Center (LLSC) TX-Green 

interactive, on-demand cluster 
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Real-Time Multi-Agent Aircraft Simulation 

• Simulated airborne 

surveillance

– 1090/1030 MHz 

Interrogation/Reply

– Automatic Dependent 

Surveillance - Broadcast 

(ADSB)

– Primary Surveillance Radar Environment 

Bus

(0MQ Proxy)

Hyper-threaded 

C++ Executable

Hyper-threaded 

C++ Executable

Hyper-threaded 

C++ Executable

…

Simulation Monitor
Aircraft 

Configurations

Pub/Sub Communication
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Parallel Multi-Agent Simulations

Multi-Agent SimMulti-Agent Sim

…
SLURM 

Job Array

…

Multi-Agent Sim
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Fast-Time System Playback

STM

C++ Executable

Matlab script

Simulated airborne 

surveillance data

Tracked belief 

states
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Matlab script

Parallel Fast-Time Playback 

Simulations

Work Ledger
- task_1.locked

- task_2.running

- task_3.running

- task_4.locked

- task_6.running   

- task_7.complete 

- task_8.complete

- task_9.failed

- task_10.running

- …

Custom MatlabMPI 

comm layer

LLSC MatlabMPI 

comm layer

LLSC pMatlab 

Toolbox
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Real-Time Multi-Agent Simulation Speed

• Individual multi-agent 

simulations executed on 

single exclusive cluster nodes 

• Number of parallel multi-agent 

simulations limited by user 

node allocation

• Approximately linear increase 

in execution time due to static 

parallel batch sizes

• Higher Xeon64c user node 

allocation allows faster 

execution of parallel multi-

agent simulations 

Xeon-64c Xeon-e5 Opteron

User Node Allocation 128 28 32
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Fast-Time Playback Simulation Speed

Execution from Julia 

Image

Execution from Julia 

Source

• Execution of 1500 fast-playback 

simulations on increasing 

numbers of processors

• Execution from Julia Image is 

nearly twice as fast as 

execution from source

• Execution on Xeon 64-core 

nodes is most benefited by high 

parallelization
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Individual Simulation Output Data
Multi-Agent Simulation Data

• Simulated airborne surveillance 

data on all surveillance 

channels (~800Kb)

• One multi-agent simulation per 

aircraft encounter geometry

Fast-Playback Simulation Data
• Data from combinations of 

surveillance source pairs fed to 

the STM for tracking (~250Kb)

• Many fast-playback simulations 

per aircraft encounter geometry
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Collective Performance Metrics

96.5%

97.0%

97.5%

98.0%

98.5%

99.0%

99.5%

100.0%

Sc
o

re
 (

%
)

Candidate

Multi-Intruder Correlation Success Summary

Missed Correlations

False Correlations

Success Score

• Missed Correlation = percentage of tracked seconds where 

more intruders were tracked in the airspace than were 

actually present (i.e. 3 intruders tracked when there were 

only 2)

• False Correlation = percentage of tracked seconds where 

less intruders were tracked in the airspace than were 

actually there (i.e. 1 intruder tracked when there were 2)

• Collective performance metrics enable 

statistical analysis of STM correlation 

performance

• Ability to simulate more encounters with 

parallelization adds statistical validity to 

collective performance metrics
*Figure not indicative of current correlation performance
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Conclusion

• Multi-Agent simulations 90x faster

• Fast-Playback simulations 30x faster

• End-to-end simulations 33x faster

• ACAS X algorithm specification with the 

Julia Programming Language allows rapid 

system prototyping and verification

• Simulation parallelization on the LLSC TX-

Green cluster has enhanced system testing 

and characterization 


