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* Problem: Given G(V,E, w), identify tightly knit * Modularity (Newman, 2004): A statistical measure
groups of vertices that strongly correlate to one for assessing the quality of a given community-
another within their group, and sparsely so, wise partitioning P of the vertices V
outside.

! . »V={12,..n} C(i) Cluster containing vertex i
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Louvain method (Blondel et al. 2008)

Input: G(V,E,m)
Goal: Compute a partitioning of V that maximizes modularity (Q)
Initialize: Every vertex starts in its own community (i.e., C(i)={i})

Pacific Northwest

Multi-phase multi-iterative heuristic

Within each iteration:

* For every vertexi € V.
1. Let (i) : current community of i

Upon no further 2. Compute modularity gain (4Q) for

dulari . @ moving i into each of i’s neighboring
modufarity gain communities

5 4 3. Let(,,, : neighboring community with
Next 2 largest AQ
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Update on Distributed Louvain implementation : Vite

_
o
ES

200K vertices —+—
1M vertices —»—

. 5M vertices ]
20M vertices —=—
|

[ 7 < S 7 <
£ 4 ey O g Q Q,
4 6 < ¥

Knights Landing Overview

TILE pupe 2vPU
1mB
Core L2 Core
2x16 Xa
| _1xa omi
/""“":J MEDRAM secoean "‘"‘N Chip: 36 Tiles interconnected by 2D Mes|
i I I I Tile: 2 Cores + 2 VPU/core + 1 MB L2
D
PCle T
3 Gen3 3 e
o o

—_
o

[

-

* Ported Vite to Intel KNL processors
on the ALCF Theta supercomputer
 KNL is dead, long live KNL: KNL served

as a precursor to modern multicore
systems with HBM

e Used KNL 16 GB MCDRAM as Dk Dt o cuorig s g sl of KO
addressable memory — allocated
some heavily used C++ containers on

MCDRAM ‘ | I I
* Implemented a balanced graph N e

distribution to reduce overall
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Fig. 2. Graph distribution characteristics of standard and edge-balanced vertex-based distribution. Y-axis: Standard Deviation (#Edges/process), X-axis:
#Processes.

High standard deviation in #Edges/process means more imbalance 4
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Vite results on ALCF Theta for billion-edge graphsmm
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Fig. 3. Distributed-memory Louvain execution times of real-world graphs with over a billion edges, using the standard and edge-balanced graph distribution.
Y-axis: Total execution time (in secs.), X-axis: #Processes.

0-80% improvement in end-to-end execution time using the balanced distribution 5
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* US DoE ExaGraph project

e Battelle PNNL

* NSF award CCF 1815467 to Washington State University
* Argonne Leadership Computing Facility

Code: https://github.com/Exa-Graph/vite
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