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I|Ii|- HPC Education Challenges

Content Selection Delivery Mode

« Learners want « Workflows vary across * In person workshops
L . domains requiring different _ Limi
— Formal training with , . imited pool of expert
certificates 9 solution techniques trainers
— Informal training to - Learners have a range of — HPC system access limited
background and skills
complete work task 9 | . Web resources
- Diverse learner * Content needs include — Predominantly text
background — Basic Unix skills — Tutorials for a given
— Range of ages — Basic HPC concepts technology, e.g. MPl, OpenMP

— Range of computer literacy B ;I':’ gtf::tg‘l’:;ﬁ glgt\gﬁléapment — Simplified examples, often

— Multi-cultural, multi-lingual tightly coupled to specific
systems

Expanding HPC education and creating personalized “Just In Time”
education and training is necessary but hard.
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Ui Why MOOCs?

Massive m

Ak Acad A MOOC I
an Academy 81 million learners across
MIT Courseware ‘ major prOViders
Articula_teE-
Learning  Additional 13 million
across independent Open
Non-Interactive Interactive edx SItes
Traditional
University 9+ thousand courses
Tradit’l;);;;:al.:inoi'\;ersity ° 25 Ianguages (primarily
Traditional open edX)
University
Tutorial « 33 providers worldwide
\ 4
Individual

Slide - 5



Why MOOCs?

Kkan Academy
MIT Courseware

Articulate E-
Learning

Massive

A

MOOC

*

Non-Interactive

A

4

Intet;active

Traditional
University
Lecture

Traditional University
Recitation

Traditional
University
Tutorial

Individual

Pedagogy/Andragogy

 Open
— No pre-requites
— Range of experience

* Online learning
— Asynchronous
— Self-paced
— Instructor paced

« Social learning —
interactions among diverse
learner groups

* Built to support theory and
practice
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Ui Why MOOCs?

Massive “

4 MOOC

Kkan Academy « Basic demographics
MIT Courseware .
Artoulate E. ‘ « Engagement with content
Learning
« Exercises and grades
Non-Interactive Interactive * Surveys & feedbaCk
) Traditional - commen tS
University
Lecture :
Traditional University * Learnlng paths
Recitation .
+raditional - Data informs course
o updates
v

Individual
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I|Ii|- Open edX Platform

# EducateWorklons o ‘ | LABSTER

“l“!

< in.p urce for teetirgcal coll ~ - ' o . - EmpuwenngtheNe:tﬂeneratlun.
g--‘.. 'QL_ Wielcame ro Camaca Lear fing Academy | ¥ ~of Scientists;to Ehange the Wﬂﬂd
A Aicalh 3 i3

Polimi OPEN mmxg_ap_qﬁf 3

) EF[?PJEPE

- 3 3 [] & I |’
P . W N y &k

Notre e

« Software stack publicly released in June 2013

« Stack includes integrated CMS and LMS - 5 .
 Open edX community built around open source platform 7 mEy '
. Statlstlcs (as of March 2019) . SRS W“ Gy {
_ 45 Million Learners v ina WY
L N « 24,000+ courses
i e 2400+ sites led courses
« 70+ Countries PCA i v g
- 34 Languages Palll oo
Open edX Conferences since 2014 E-’-f""’ H:_j... -
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I|Ii|- MOOC Design Considerations

« Content Selection
— Partition material into easily absorbable segments
— Segments must be self-contained, progression not always linear
— Content must be clear and simple without unnecessary simplifications
— Remove all redundant material

* Delivery
— Vary delivery modes used to present the content, e.g. video, text, simulation
— Select most suitable medium for content
— Course structure must be transparent and easy to navigate
— Hands-on exercises reinforce theory

« Learning experience
— Provide optional activities and reference to additional information
— Enable and encourage interactions between the learners
— Provide learners with a variety of assessments to test their understanding
— Little-to-no overhead in setting up hands-on exercises
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HPC MOOC Examples

8 YOU'VE COMPLETED 1 STEP IN WEEK 2

Home Course Discussion Wiki Progress Instructor

Use Case 1: Throughput Computing > Submitting and Monitoring Job Arrays = Job Array Submission

Welcome & Previous ] ] =] @ =i Next >

Introduction to High

icei NIT IN STUDIO
Performance Scientific JOb Array Submission
Computing H Bookmark this page
Introduction to the LLSC Example Job Array Submission
Systems M Terminal Shell Lot View Wirdos Help B/ @ 03D i S04 E MenS20AM O

e % — stucbecnz @hagine 11~ raarmles oA e plusplus, e — wh — 10030
- [studentx@login-1-1 ~13 cd examples/
Using the LLSC Systems [studentxilogin-1-1 examples]s 1s
JobArrays LLGrid_MapReduce pMatlab_examples serial_test_code
[studentx@login-1-1 examples]s cd JebArrays/cplusplus_code/

View transeript Dewnload video: standard or HD .
Use Case 1: Throughput [studentxElogin-1-1 cplusplus_code]$ Ls
. fib_batch inputz inputFile 18  inputFile_zea submit_fib,sh
Computing fib_batch.cpp inputFile dinputFile_18@ submit_fibl@_tasks.sh

Having watched the above video, how would you modify it to make it — tiometoie 11 chuspla-conels YL e Ty

Submitting and Monitering job LLGrid: tx2509

more accurate? Share your ideas in the comments section! P

Online processors: 912
Clained processors: 264
. . . Claimed processors for exclusive jobs: @
The four circles could be grouped together to indicate a blade. N Active jobs (running/suspended): 36 (36/8)
Use Case 2: MapReduce Pending jobs : 21

= Available processors: 648

O Like 2 <A Repl [] Bookmark
i % Reply okmar Use Case 3: Bulk

N [studentx@login-1-1 cplusplus_codel$ qsub -t 1-18 ./submit_fib.sh
Synchronous Your job-array 1814210.1-1 sbmit_fib.sh") has been submitted

[studentx@logi ~code]s

& David Henty | LEAD EDUCATOR Follow 18 FEB Use Case 4: Parallel

That's a very good point - on ARCHER the nodes are packaged so that there are Computing

four on a physical "blade”. This means that these four nodes can actually

communicate with each much more guickly than with nodes on a different blade. sk

Data Analytics

(7 Like 1 <2 Reply [] Bookmark = » Speed 1.50x

Supercomputing, FutureLearn Using MIT Supercloud, LLx (Open edX)
(EPCC/PRACE) (MIT/LLSC)
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HPC MOOC Examples

218 YOU'VE COMPLETED 1 STEP IN WEEK 2

Home Course Discussion Wiki Progress Instructor

Use Case 1: Throughput Computing > Submitting and Monitoring Job Arrays > Job Array Submission

SOl £ Previous ) B =4 =

Introduction to High .. E——
Performance Scientific Job Array Submission VIEW UINIT IN STUDIC

Computing K Bookmark this page

Introduction to the LLSC Example Job Array Submission

Systemns
¥ M Terminal Shel Lot View Window Help B @@ i E MnB0MN O

a2 — siuceeazithugin- 11~ maamules fobArmes je plusplus, code — awh — 10030
@login-1-1 ~13 examples/
login-1-1 examples]s 1s
JobArrays LLGrid_MapReduce pMatlab_examples serial_test_code
examplesls od JebArrays/cplusplus_code/

Use Case 1: Throughput i cplusplus_code]$ Ls

. inputz inputFile 18  inputFile_2@@ submit_fib,sh
Computing _ .cpp inputFile inputFile_188 submit_fibl@_tasks.sh

@login-1-1 cplusplus_code]s less inputFile_1@

Having watched the above video, how would you modify it to make it — isatnetoie 11 Ghlabta-caelt uL st 1o

Using the LLSC Systems

View transeript Dewnload video: standard or HD

Submitting and Monitering job LLGrid: tx2509

more accurate? Share your ideas in the comments section! R

Online processors: 912
Claimed processors: 264
Claimed processors for exclusive jobs: @
Active jobs (running/suspended): 36 (36/8)

The four circles could be grouped together to indicate a blade.
group 9 Use Case 2: MapReduce Pending jobs : 21

0 Like 2 <A Reply ] Bookmark B Available processors: B48

Use Case 3: Bulk
o |studentxglogin-1-1 cplusplus_code]$ gsub —t 1-18 ./submit_fib.sh
Synchronous Your job-array 1814216,1-18:1 (“submit_fib.sh") has been submitted

[studentx@logis wcode]s
_‘% David Henty | LEAD EDUCATOR Follow 18 FEB Use Case 4: Parallel

That's a very good point - on ARCHER the nodes are packaged so that there are Computing

four on a physical "blade”. This means that these four nodes can actually

communicate with each much more guickly than with nodes on a different blade. sk

Data Analytics
» Speed 1.50x

) Like 1 <X Reply [l Bookmark =

Supercomputing, FutureLearn Using MIT Supercloud, LLx (Open edX)
(EPCC/PRACE) (MIT/LLSC)
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Pre-MOOC Training

o

n

o Home
s Requesting An

Account

o Getting Started
o How To Use

o Jupyter Portal

+ Online Courses
o Publications And

Software

» Contact

Practical High Performance Computing:

Scaling Beyond your Laptop

Lauren Milechin, Julie Mullen
IAP 2019
I I I mmm  Massachusetts

I I Institute of
Technology

& supercoud.mitedu

Search

MIT Supercloud

W Education and Outreach

Using the System

Software and Package = Monitoring System
Management and Job Status.

o e e

Message

=

To:
Ce:

Subject:

Web Pages

= B> 6 How do |I.... « lauren.milechin@gmail.com

Options

D v Calibri (Bo...

Paste

supercloud

How doll....

Hi Supercloud Team,

1

6B[gabx

X

yZ

:  lauren.milechin@gmail.com (Lauren Milechin) &
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I|Ii|- Scaling Step 1: Small Private Online Course (SPOC)

Goal: Develop a course for professionals and researchers that
teaches strategies for building HPC workflows

* Professional engineers and * A mixture of videos, text,
scientists who need to scale programming exercises and
scientific workflows quizzes

* Diverse Learner background * Focus on learning through theory
— Range of domains and practice
— Range of problem types - Hands-on practice using HPC
— Range of computer literacy system

« Self-paced
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Design of Open Online Course

Introduction to LLSC and

High Performance Scientific Computing

Intreduction to HPSC

jll What is High Performance
Single Scientific Computing?
process
Multi-process

CScient:_fic . Multi-process
omputing? why?”

how do we address

the parallel computing How do I use
What is challenges

the System?

Why High Performance how ‘
Scientific Computing?

Parallelizing your
Getting Use Case
l Started

HPSC is a computational approach to
speed-up time to solution

measuring
success

How do we
measure
success?

Parallel computing
basics

system
challenges

Fe el Productivity
constraints challenges

algorithm constraints
challenges on
sucess

Amdahl’'s Law

Programming

meodels

Understanding Use Case
Challenges
How LLSC Supports
Use Case
Parallel development tools
(messaging,libraries,debuggers, etc)

Creating Parallel
Solution

Monitoring progress

Submiting and running application

Troubleshooting

Andragogical Principles

* Interleave Theory and Practice

* Present content in self-contained
chunks

* Highlight links between concepts

 Path enables learners to “build their
own adventure”

Concept Map Design Tool

Leaf nodes form content units

Design exposes course components
 Related units form sections
 Related sections form modules

Links are bi-directional between
related concepts

Concepts with no links are removed
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|I|||' Initial Results

Introduction to LLSC and

High Performance Scientific Computing DeSIgn supports Iearnlng paths
Introduction to APSC  Learners can select content sections

single - W";‘C‘i;f,t'?f'igc"c';?“ft';:f;';"e oo we st N\ N relevant to .thei.r immediate ap?lication
Whats Mu't'-rocess challenges theSystemr o~ . Incre_ased I|keI|ho_od of on the job_
i (L Why?, Use Case practice leads to increased retention
Why High Performance how ‘ l « Supports adult need to match learning

Scientific Computing?

to problem or question

HPSC is a computational approach to
speed-up time to solution

measuring
success

Interleave Theory and Practice
Challenges
How do we . . . .
measure * Learners gain experience with their
Use Case application on target system

success?

Parallel computing
basics

system
challenges algorithm  constraints Parallel development tools
i hall . h . .
Architectural RGO TR sucess (messaging, libraries,debuggers, etc) * Immediate feedback to assessments
constraints
Programming

meodels

Amdahl's Law minimizes misconceptions

Monitoring progress

Troubleshooting
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|I|||' Initial Results

Design supports learning paths

 Learners can select content sections
relevant to their immediate application

- * Increased likelihood of on the job
N\ Uee cazd " practice leads to increased retention

Use Case
» Supports adult need to match learning
to problem or question

Introduction to LLSC and

High Performance Scientific Computing

Intreduction to HPSC

jll What is High Performance

Single Scientific Computing? how do we address

£ Multi-process the s "PUHNY How tominige

What is WP challenges the System:

Scientific f ¢
Multi-procer »
Computing? P > g::el:til:n(g:;I
! l arte

Why High Performance
Scientific Computing?

HPSC is a computational approach o
speed-up time to solution

measuring
success

How do we
measure
success?

Interleave Theory and Practice

—— - __—Challenges _____ . _ ] . ]
R i e Lear_ner§ gain experience with their
Use Case application on target system

system
challenges algorithm  constraints Parallel development tools
o hall . h " .
PRl productivity ChaIENges - on (messaging,libraries,debuggers, etc) * Immediate feedback to assessments

sSUCess

Amdahl's Law minimizes misconceptions
L —

Submiting and running application

constraints challenges

Programming

meodels

Not reproducible
* Highlighted areas contain material
specific to one supercomputing center

Monitoring progress

*
Troubleshooting
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Scaling Step 2: Redesign as a MOOC and SPOC

What is High Performance

Scientific Computing?

Single

process Multi-process

What is Scientific Multi-process

Computing?
puting =

Why High Performance
Scientific Computing?

Overview of
computing

scalin
landscape 9

challenge

strategy for
addressing
challenges

Using Computing to

work on science

HPSC is a computational approach to
speed-up time to solution

Scientific computing more develop-test-update cycles per day

design challenges

measuring
success

How do we measure

Parallel computing
basics

success?

constraints

algorithm

system
challenges

challengesproquctivity
challenges

Architectural
constraints

Programming
models

Amdahl's Law

Introduction to High Performance Scientific Computing Workflows

Introduction to HPSC

Parallelizing your
Use Case

hroughput/

Job Array

MapReduce

Workflows and Pipelines

leader-worl
param sweep

domain decomposition
task parallel

Introduction to High Performance Scientific Workflows

(MOOC)

» Split course into 2
short courses
* Introduction to
HPC Strategies
* Using the MIT
Supercloud

Convert programming
components to demos
and thought exercises

 Maintain hands-on
component for center
members

SPOC designed to be

easy to edit and adapt
as center evolves and
changes

Introduction to Using LLSC Systems

how do we address How do | use LLGrid?
the parallel computing

challenges
Getting Started
with LLGrid
1st step
design point
Getting an
Account
Cicra v 2
Where is

my account?

why we are different
from other supercomputers

Connecting
to LLSC
systems

Middleware
support

what do

wrong

how should
I start

best practices for
serial to parallel

development

Something's

Parallelizing your
Use Case

Getting Help

Troubleshooting

Throughput/ ’
Job Array

MapReduce

Parallel

How LLGrid Supports
Use Case
Setting up
LLSC job
How to run
job on LLSC
How to monitor
job progress
Troubleshooting

Workflows and Pipelines

Matlab/Octave &

D4M and
Data Analytics

Using the MIT Supercloud System
(SPOC)
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i|- Hands-On Practice

Jupyter Interface

<5 @ - )
— Jupyter ParallelJuliaWordCount uosave o | Shudown
Why GitHub? se Explore - Markelplace  Pricing
Not Trusted Juia 100 O
lsc-supercloud | teaching-examples Owen 2 ksw 2 Ve o Fle Edt View Inset Cell Kemel Navigate  Widgels LaTeXenvs  Help
< Code s 0 Pull requests 0 Projects 0 Security Insigh B + % @B 4 ¥ MRin B C W | Makdown + = Lo e F E

1 Edit Presentation @ Show Presentation

- teaching-examples / Juia/ word_count Finatie | Hstory

[ —————————— )

4 Throughput Parallel Programming

MIT Supercloud

Process 1
=S

Process 2

9, oo Pt

Reduce 1. The notebooks and supporting files are on the MIT Supercloud so you can either copy them to your home directory
e on Supercloud or download the o P

2. Lognto the Supercloud porta.

Start up a Jupyter instance.
i, Click on the Jupter Link.

il Select "Show Advanced Launch Options and select “Anaconda 5.0.1 - Python 36" from the Anaconda/Python

o,
K. ikt o, o o S Process 3 .
4 You il see atistot canclck Navigate o [ comm | e
relocation whre you coiodonrlaadod h neebook s
. Strt p thenotbook b clcking the JupyerWaTup sy i,
In [ ]: using DistributedArrays
Personal Desktop/Laptop:
dfnames = distribute(fnames)
1. Follow the instructions to download and install lJulia: https://github.com/JuliaLang/lJuliajl. dfnames.indices

2. Download the notebook and supporting files from this repository.

Thought Problems

[ ] a g
[[StudentX@login-1 ~]$ module load julia-1.8

Process [[StudentX@login-1 ~1$ julia
read : Documentation: https://decs.julialang.crg
1 m _ —_ | Type "2" for help, "1?" for Pkg help.
. - X i
File _ | Version 1.8.9 (2018-88-88)
s stem \ | | 0Official https://julialang.org/ release
y books counts '

using Pkg ]

Pkg.status() ]

Questio ns to co ns i de r: nts,\’l‘elpr;;fzz:T:i:;l:titicnl/llgrid/pkgliulia-l.B .8/local/share/julia/environme
21f4979] AbstractFFTs v@.3.2

* Where is the independence?

Adapt v@.4.2

 What data access patterns do you expect? 281710 Binbeps w8810

BinaryProvider v8.5.3
Blosc v@.5.1
BufferedStreams v1.8.8
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I|Ii|- Github Repository of Examples

g

 Hands-on examples 5 5
p rOVi d e d i n G ith u b O Why GitHub? Enterprise Explore Marketplace Pricing Searct Signin @
re p os i to ry L llsc-supercloud / teaching-examples @watch 2 star 2  YFork 0

L] L] <> Code Issues 0 Pull requests 0 Projects 0 Security Insights
 Instructions for setting up
- Branch: master v teaching-examples / Julia / word_count / Find file = History
and running problems ’
‘ Imilechin updating paths after reorganizing Latest commit 2f31b1c on Jun 11

— Locally
8 JobArray
— On Su perCIOUd 8 LLMapReduce MIT Supercloud

i Parallel
1. The notebooks and supporting files are on the MIT Supercloud so you can either copy them to your home directory

- -
i C O n ta I n O r po I nt to s a m p I e [ JSEE on Supercloud or download the files from this repository to your home directory on Supercloud.
B word_count_helpers.| 2. Log into the Supercloud portal.
data where used |

3. Start up a Jupyter instance.
— i. Click on the Jupter Link.
ii. Select "Show Advanced Launch Options" and select "Anaconda 5.0.1 - Python 3.6" from the Anaconda/Python
Version dropdown. This notebook does not require any additional advanced options.

iii. Click on the "Open Notebook" link to open Jupyter.
4. You will see a list of directories/folders in your home directory which you can click on to navigate through. Navigate to
the location where you copied/downloaded the notebook files.

5. Start up the notebook by clicking the JupyterWarmup_Julia.ipynb file.

Personal Desktop/Laptop:

1. Follow the instructions to download and install [Julia: https://github.com/JuliaLang/IJulia.jl.

2. Download the notebook and supporting files from this repository.

https://github.com/llsc-supercloud/teaching-examples
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I|Ii|- Incorporating Jupyter

~ Jupyter ParallelJuliaWordCount wucsasea & shigoun * In-browser programming
| environment
Not Trusted |Ju||a 1.00 O
File Edit View Insert Cell Kernel Navigate Widgets LaTeX_envs Help - NOtebOOkS contain images, plOtS,

text, executable code blocks
— Text editor with syntax highlighting
— Command line

+ 2 ¢ B 4 ¥ MRun H C MW | Markdown = 15 2 & »F

i¥ Edit Presentation @ Show Presentation

4 Throughput Parallel Programming

22%‘:“j‘fm>jwme | « Support variety of programming
h / languages
Process 2 . .
EB rese | e SHB — Notebooks: Scripting languages
e o ) — Text editor/terminal: Scripting and
o oy el | Compiled languages
In 11 || eagIDIEEr Eateare s * Provide easy to use alternative to
dfnames = distribute(fnames) command Iine

dfnames.indices
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[ N
|||" Lessons Learned

« HPC Education and Training can benefit by leveraging MOOCs
— Can reach thousands of students
— Students can
- Self-select to create their own “Just In Time” experience
- Learn at their own pace
« Revisit material for review or deeper understanding
— Online targeted lectures simplify learning and review for native and non-native speakers
— Can track student activity to
- Capture learning interests
- Content gaps

« MOOCs aren’t a drop in replacement for existing training materials
— Materials need to be refactored with design emphasis on creating stand alone content
— Diversity of student skills and experience requires inclusion of supporting material
— Instructor led courses require facilitation
— Difficult to provide HPC System access to thousands of students for hands-on practice
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I|Ii|- Backup/Notes
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